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ØIntrusion Detection System (IDS)
Ø Signature based IDSes
Ø Anomaly based IDSes

ØAnomaly based IDSes use one of the following approaches
Ø Statistical approach
Ø Knowledge based approach
Ø Machine learning (ML) approach

Background and Related works
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ØIDSes based on ML- Binary classification and multi class classification
ØMany ML- classifiers such as KNN, DT, FNN, etc. were used.
ØUsed different datasets - KDD99, NSL-KDD, UNW-NB15, etc. for 

evaluation
ØIn all these datasets, the data is imbalanced. i.e., not all attack classes 

had equal number of samples
ØImbalanced data could yield poor performance on the ML.
ØTraditional approaches, 

ØUp sampling and down sampling for balancing data.
ØEach method faces the challenges of overfitting and underfitting, respectively.

Background and Related works: Literature Review

Ayesha S. Dina and D. Manivannan, “Intrusion detection based on Machine Learning techniques in computer networks”, in Internet of Thing 
journal, 8 October, 2021 , (h5-Index: 42)
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Problems addressed in this work
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ØData Imbalance in datasets used for evaluation
ØLack of availability of large labelled datasets

Imbalanced data
6



7

(2)	Few-Shot	Learning	and	Contrastive	Training

Unlabeled	Data

(1)	Self-Supervised	Learning (3)	Nearest	Neighbor	Classification

SIP Sport DIP Dport ……

192.168.100.149 4044 192.168.100.3 80 TCP

? ? 192.168.100.4 450 ?

? 2782 192.168.100.6 ? ?

192.168.100.148 26997 ? 80 UDP

SIP Sport DIP Dport ……

192.168.100.148 4044 TCP

192.168.100.149 80 UDP

192.168.100.6

Anchor

Positive

Negative

Triplet	Loss

TabMLP

Masking

~20%	Labeled	
Data

Self-
Supervised	
TabMLP

Few	instances	per	class

Class-1 Class-2 Class-C

…

~20%	Labeled	
Data

Few-shot	
Fine-tuned
TabMLP

FAISS	Index

?

Sub-sampled	
KNN

Test	Data

Embedding

Few-shot	
Fine-tuned
TabMLP

FS3: A Framework for Intrusion Detection   



ØWe use TabNet (Attentive Interpretable Tabular Learning) as the 
backbone model for self-supervised learning.
ØUse encoder-decoder structure to learn important features from 

the input data and predict the masked or target variable.
ØWe used the masking objective to mask 20% of the features in the 

input data.
ØTabular Multilayer Perceptron (TabMLP) 

ØTwo dense layer
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Phase 1: Self-Supervised Learning   



Phase 2: Triplet Loss Function

Overview of few-shot learning using contrastive training with triplet loss
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ØUtilize Few-shot learning (FSL) with contrastive training to further train the pre-trained 
model using a small number of instances.

Ø Leverage Triplet Loss: 
ØMinimize the distance between the anchor and the positive point 
ØMaximizing the distance between the anchor and the negative point.

ØShots:
Ø5-Shot and 10-Shot

Ø Perform contrastive training five times for both 5-Shot and 10-Shot scenarios



Phase 3: Nearest Neighbor Classification
ØUsed FAISS library for efficient and scalable search
ØWe used a sub-sampled KNN algorithm to further address class imbalance :

                    𝑊! = 𝑀𝑎𝑥(1	 − "
#!
, 𝑎)

Where:
• 𝑊! 	is the weight assigned to the ith class.
• t is a hyperparameter controlling sub-sampling.
• 𝑝! 	is the size in the ith class.
• a is a constant defining the minimum weight for each class.
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Experiment: Datasets
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Experiment: Evaluation 
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ØQuantitative Evaluation
ØPrecision 
ØRecall 
ØF1_Score

ØQualitative Evaluation
ØDraw some samples from the dataset and perform t-SNE projection to 

evaluate the performance of various methods on this subset.
Ø Ablation Study

ØGaining a more profound comprehension of how each component impacts 
the model's efficacy facilitates the evaluation and enhancement of our 
approach.



Experiment: Competing Methods
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ØState-of-the-art Models 
ØCNN-BiLSTM 
ØPB-DID 
ØDBN-IDS
ØCTGANSamp: Models were trained on the training datasets balanced 

using synthetic samples. 
ØFocal: Models were trained using focal loss function

ØBaseline Models 
ØORG: Models were trained using original datasets (i.e., without 

balancing the dataset)
ØRND: Models were trained on the datasets, balanced using random 

oversampling
ØDice: Models were trained using dice loss function



Evaluation: Quantitative Analysis

14



Evaluation: Qualitative Analysis
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Evaluation: Ablation Study
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Conclusion
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ØFS3
ØSelf-supervised learning, which utilizes SSL to extract latent patterns 

and robust representations from unlabeled data 
ØFew-shot learning (FSL) and contrastive training, which enables the 

model to learn from a small number of labeled examples 
ØSub-sampled KNN- based classification

ØFS3 leverages only 20% of the labeled training samples for making 
predictions, reducing the reliance on a large amount of labeled data as 
well as minimizing the startling effect of extreme class imbalance 

ØSource code: https://github.com/ayeshasdina/FS3
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Thank you!!!
Website: https://ayeshasdina.github.io/


