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Abstract:
Smart vehicles are susceptible to a variety of attacks through signals from
malicious entities. As more and more aspects of a smart
car become automated, it becomes increasingly important to safe-
guard these systems against any vulnerabilities. Machine learning
approaches are a popular choice for detecting such attacks based
on the information in the payload. As with any machine learning
approach, access to a large amount of data is absolutely imperative.
However, with manufacturers independently gathering this data, it
is impractical to expect all the available data in one place. As such,in
this work, we explore federated solutions for increased smart vehi-
cle security. We investigate a variety of different federated settings
for such attacks and explore the benefits of the larger set of data
that we gain access to when training such a model collaboratively.

Challenges:

• Variety of attacks and severe class-imbalance 
• Extreme scenarios involving complete absence of a class

We address class imbalance via triplet mixup:

where:

Using triplet mixup, we can make arbitrarily many attack labels from the given
labels. We scale up each attack count to match the benign class count. The
original dataset distribution is show in Figure 3. Figure 2 shows the columns.

.
We perform a reference study in a centralized setting, where we assume all
data is in one central location and the entire model is trained there. This is not
realistic since data usually exists in a disparate manner. In a centralized
setting, we are able to obtain an accuracy of 99.5%. This centralized accuracy
gives us an upper bound on the accuracy that we can achieve with
the federated model. We expect the federated model to perform
worse than the centralized model, but we expect this to be still
better than the real-life alternative, where nodes will only actually
contain a fraction of the data that we see in the centralized data,
and where their local models would miss new attack labels entirely
without the aid of federated learning. Results from Federated experiments are
in Figure 4. Figure 1 shows our overall architecture.

Figure 1: Overview of the system
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Figure 4: Results of initial experimentation 

Figure 3: Class imbalance in the dataset – we use triplet mixup
to address this

Figure 2: Structure of the Dataset


