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▾ Motivation ▾ Problem Formalization 

Sensitive  
Information 

 

▾ Attack Example  

 

▾ Low Dimensional  Example 

 Task: Remove information of s from x  

 x ∈ R
3 ~ Mixed Gaussian Distribution 

 s = Fs(x) = Iw
T
x>0(x), w = [1, 1, 1] 

  

● x′ maintains some main characteristics of 

the original x (e.g., the two Gaussian clus-

ters are still separable). 

● Sensitive information is almost complete-

ly obfuscated. 

▾ Future Work 
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Assumption: 1) A data sample x ~ Px contains some discrete sensitive infor-

mation s. 2) There exists an underlying relationship s = Fs(x).  
 

Attack: An attacker can infer s based on x by learning a machine learning 

model Pmodel (s | x) using a dataset D ~ Px with labels of s .  
 

The Masking Task: Modifying x to x′ , where x′ cannot be used to infer 

sensitive information, i.e., the inference confidence Pmodel( s | x′ ) is small for 

well-designed machine learning models trained on D ~ Px′ . 
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● The discriminator 

and the autoencoder 

reach a balance. 

Contact: Yuan Gong,ygong1@nd.edu 

● Design the training procedure and the 
network architecture for processing high 
dimensional data (e.g., images) and se-
quential data (e.g., audio, sensor stream). 

 

● Apply deep obfuscation scheme to a vari-
ety type of sensitive information such as 
identity, health status, and passwords.  

Background: It is often desirable to share 

data (e.g., tables, images, audio, sensor 

streams, etc.), while removing some sensi-

tive information embedded in such data. 

  

Problem: It is hard to mask data precisely 

and completely. A machine learning adver-

sary might be able to infer the sensitive in-

formation based on residual cues. 

 

Solution: We propose Deep Obfuscation, 

i.e., a deep learning based data masking 

scheme that aims to precisely and maximal-

ly remove sensitive information from target 

data, while minimally affecting non-

sensitive information.  

 

       Person A in Training Set                Is this person A?  

Blocking face is not sufficient. Clothing, ges-
tures, environment, etc., could be used by an 
attacker to infer a person's identity. 

 Handwriting style can re-
veal the identity, but 
masking the style also re-
moves the content infor-
mation. 

● Autoencoder based adversarial training scheme. 
 
● The discriminator serves as the imaginary adversary, which tries to 

     estimate sensitive information s from the latent variable z, i.e., 
Ldiscriminator = meanx∈D~Px (-log P(s | z))     (1) 

 
● The goal of the encoder is to avoid such an attack, hence, the discrimi-

nator’s inference performance is added into the auto-encoder loss, i.e., 
Lautoencoder = - Ldiscriminator + λ×Lreconstruction     (2) 

 
● The discriminator and the autoencoder are trained alternatively, i.e., 

during the training of the autoencoder, the parameters of the discrimi-
nator are frozen and vice versa.  

 
● This scheme forces the encoder to encode all information other than s 

in z, and the decoder to effectively decode from z. 


