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Monday Courses/Workshops




    If you are registered for sessions today, please join us for
    Breakfast at 07:30 and Lunch at noon in Lafitte AB.
  
All day (08:30-17:00)



Course M1. Mobile Security: Securing Mobile Devices &
      Applications



	Instructor
	
	      David Lindner (Aspect Security)
	    

	Location
	
	      Orleans A
	    

	Description
	
	      This course enables students to understand how easily
	      mobile devices and applications can be successfully
	      attacked. They will learn how to identify, avoid and
	      remediate common vulnerabilities by learning critical
	      security areas such as those identified in the OWASP Top
	      Ten Mobile Risks and Controls. Using state-of-the-art
	      testing tools, students will learn how to secure mobile
	      applications across the enterprise.
	    




Course M2. Integrating Security Engineering and Software
      Engineering



	Instructors
	
	      Dr. Antonio Maña Gomez (University of Malaga);
	      Dr. Ronald S. Ross (NIST);
	      Dr. Carsten Rudolph (Fraunhofer SIT);
	      Jose F. Ruiz (Fraunhofer SIT)
	    

	Location
	
	      Orleans B
	    

	Description
	
	      This course will provide attendees with a clear vision,
	      well-defined methodologies, and practical knowledge to
	      adopt an integrated treatment of security engineering
	      and software engineering processes in their
	      organizations, thus improving the security of
	      cybersystems. We have designed the course to (i) provide
	      attendees with knowledge they can actually apply in
	      their organizations; and (ii) avoid content-oriented
	      approaches, and adopt instead a goal-oriented approach
	      in which all contents are explained as tools for the
	      main objective, which is to help attendees improve the
	      security engineering and software engineering practices
	      in their organizations.
	    




Course M3. Introduction to Reverse Engineering Malware



	Instructor
	
	      Dr. Golden G. Richard III (University of New Orleans)
	    

	Location
	
	      Board Room
	    

	Description
	
	      This tutorial provides attendees with knowledge (and
	      some modest experience) in reverse engineering malware,
	      covering a range of malware types, from "historical"
	      (e.g., DOS boot sector viruses) through modern
	      malware. The training includes two
	      instructor-assisted 'breakout' sessions in which teams
	      of attendees statically analyze simple malware samples
	      (on paper). The tutorial provides a firm
	      foundation on which to build additional skills for
	      practice, research, and instruction. Static and dynamic
	      analysis tools, including IDA Pro, and OllyDbg are
	      demonstrated in the tutorial and detailed walkthroughs
	      of malware source code reinforce the basic concepts that
	      are introduced.
	    




Tracer FIRE: Adversarial-based, Defensive Forensics
      Situational Awareness Exercise



	Instructors
	
	      Kevin Nauer, Benjamin Anderson, and Ted Reed (Sandia
	      National Laboratory)
	    

	Location
	
	      DH Holmes A
	    

	Description
	
	      Tracer FIRE, (Forensic and Incident Response Exercise),
	      is a program developed by Sandia and Los Alamos National
	      Laboratories to educate and train cyber security
	      incident responders (CSIRs) and analysts in critical
	      skill areas, and to improve collaboration and teamwork
	      among staff members. Attendees will learn about a
	      variety of topics in the areas of incident response,
	      forensic investigation and analysis, file systems,
	      memory layout and malware analysis. The course uses a
	      mixture of lecture, hands-on training, and competitive
	      exercises designed to provide the attendees with the
	      knowledge and practice to apply what they have learned
	      in a real-world situation.  This year, Tracer FIRE has
	      been updated and expanded in two important ways. First,
	      there is a greater focus on using open source or other
	      free software so that students can continue to learn on
	      their own following the tutorial. Second, Tracer FIRE
	      has been updated to include modules on mobile device
	      forensics and malware targeted at mobile devices.
	    




Layered Assurance Workshop (LAW)



	Workshop Chair
	
	      Rance J. DeLong (LynuxWorks)
	    

	Program Chair
	
	      Gabriela Ciocarlie (SRI International)
	    

	Panels Chair
	
	      Peter G. Neumann (SRI International)
	    

	Location
	
	      DH Holmes C
	    

	Description
	
	      LAW is a unique opportunity for interchange on the topic
	      of compositional (or modular) assurance. It is founded
	      on the bold proposition that it is possible to build
	      assured systems from compositions of previously assured
	      components, while being able to derive the system level
	      properties (e.g., safety & security) systematically
	      from the properties of the components. LAW is concerned
	      with the fundamental problems of compositional
	      assurance, and with a need for principles, methods, and
	      techniques applicable to achieve the assurance necessary
	      for security-critical, safety-critical, and
	      mission-critical components and systems.  LAW spans the
	      theoretical, engineering, and certification challenges
	      to be met in making compositional assurance for such
	      systems a reality. The theme this year is
	      Compositional Trustworthiness.  
	    






Tuesday Courses/Workshops




    If you are registered for sessions today, please join us for
    Breakfast at 07:30 and Lunch at noon in Lafitte AB.
  
Morning only (08:30-12:00)



Course T6. Authentication & Authorization Standards
      for the Cloud



	Instructor
	
	      Hassan Takabi (University of Pittsburgh)
	    

	Location
	
	      DH Holmes B
	    

	Description
	
	      This course aims to introduce different technologies
	      available for single sign on and federated identity in
	      cloud environments. We also cover existing and emerging
	      authorization technologies in the cloud. Specifically,
	      we will look at OAuth 2.0 as a lightweight approach for
	      authorization for RESTful services and application. We
	      review through some use cases what benefits it provides
	      and how it can be integrated with other technologies
	      like SAML 2.0 to provide integration, federation and
	      interoperability in cloud computing environments. We
	      will also introduce the Simple Cloud Identity Management
	      (SCIM) specification which is an ongoing effort designed
	      to make managing user identity in cloud based
	      applications and services easier. Finally we will look
	      at efforts undertaken by government agencies regarding
	      authentication and authorization in the Cloud.
	    






Afternoon only (13:30-17:00)



Course T7. Cyber-Physical Systems Security



	Instructor
	
	      Dr. Alvaro A. Cárdenas (University of Texas, Dallas)
	    

	Location
	
	      DH Holmes B
	    

	Description
	
	      This class covers the security of cyber-physical
	      critical infrastructure systems (such as transportation
	      networks, oil pipelines, and the power grid) from a
	      multidisciplinary point of view, from computer science
	      security research for critical infrastructure, to
	      public-policy, the Executive Order 13636,
	      risk-assessment, business drivers, and control-theory
	      methods to reduce the cyber risk to critical
	      infrastructures.
	    





All day (08:30-17:00)



Course T4. Analysing Android Malware at Runtime



	Instructor
	
	      Dr. Giovanni Russello (University of Auckland)
	    

	Location
	
	      Orleans B
	    

	Description
	
	      This course will study the security model in
	      Android and how malware is able to bypass some of its
	      security features. To better understand the security
	      exploits, the first part of the course will be dedicated
	      to the Android security framework and how apps interact
	      with it. The second part of the course will focus on the
	      analysis of real malware samples. To demonstrate the
	      malware capabilities, we will use a real Android device
	      where the malware samples will be installed and
	      executed. By means of a tracing tool developed in our
	      lab, we can monitor at runtime the malware execution and
	      display its action to the audience. Finally, we will
	      cover recent research effort in securing the Android OS.
	    




Course T5. (CANCELLED)




Tracer FIRE: Adversarial-based, Defensive
      Forensics Situational Awareness Exercise




	This course continues from Monday.
      

Layered Assurance Workshop (LAW)




       This workshop continues from Monday.
      

Next Generation Malware Attacks and Defense Workshop
      (NGMAD)



	Workshop Chair
	
	      Dr. Harvey H. Rubinovitz (The MITRE Corporation)
	    

	Location
	
	      Orleans A
	    

	Description
	
	      Polymorphic malware poses increasing challenges to
	      effective signature-based antivirus protection. Such
	      malware can survive signature updates without requiring
	      re-propagation. It can self-obfuscate in response to a
	      signature update and could therefore constitute a
	      serious threat to critical infrastructures. The goal of
	      this workshop is to explore the next generation malware
	      attacks and solutions to such attacks.
	    





Reception




	Please join us for light fare in the Atrium.
      

Wednesday Technical Program




    Please join us in Lafitte AB for a one-hour
    Breakfast at 07:30.  Lunch  will be served at noon in
    Lafitte AB.  We will also offer half-hour breaks with
    refreshments in the Foyer between the morning
    sessions (at 10:00) and between the afternoon sessions (at 15:00).
  
Plenary (08:30-10:00)





    The following plenary session will be held in DH Holmes AB.
    Afterward, there will be a half-hour break in
    the Foyer.

    Welcome and Paper Awards




	Conference Chair Charles Payne, Program
	Chair Dr. Patrick Traynor
      

Distinguished Practitioner, Dr. Nancy Leveson



	Distinguished Practitioner
	
	    Dr. Nancy Leveson (Professor of Aeronautics and
	    Astronautics, Professor of Engineering Systems,
	    Massachusetts Institute of Technology)
	  

	Title
	
	    Applying Systems Thinking to Security and
	    Safety
	  

	Abstract
	
	    The fundamental challenge facing security professionals is
	    preventing losses, be they operational, financial or
	    mission losses.  As a result, one could argue that
	    security professionals share this challenge with safety
	    professionals. Despite their shared challenge, there is
	    little evidence that recent advances that enable one
	    community to better prevent losses have been shared with
	    the other for possible implementation. Limitations in
	    current safety approaches have led researchers and
	    practitioners to develop new models and techniques. These
	    techniques could potentially benefit the field of
	    security. This paper describes a new systems thinking
	    approach to safety that may be suitable for meeting the
	    challenge of securing complex systems against cyber
	    disruptions. Systems- Theoretic Process Analysis for
	    Security (STPA-Sec) augments traditional security
	    approaches by introducing a top-down analysis process
	    designed to help a multidisciplinary team consisting of
	    security, operations, and domain experts identify and
	    constrain the system from entering vulnerable states that
	    lead to losses. This new framework shifts the focus of the
	    security analysis away from threats as the proximate cause
	    of losses and focuses instead on the broader system
	    structure that allowed the system to enter a vulnerable
	    system state that the threat exploits to produce the
	    disruption leading to the loss.
	  

	About the Speaker
	
	    
[image: Distinguished Practitioner, Dr. Nancy Leveson]

	    Nancy Leveson is Professor of Aeronautics and Astronautics
	    and also Professor of Engineering Systems at MIT. She is
	    an elected member of the National Academy of Engineering
	    (NAE). Prof. Leveson conducts research on the topics of
	    system safety, software safety, software and system
	    engineering, and human-computer interaction. In 1999, she
	    received the ACM Allen Newell Award for outstanding
	    computer science research and in 1995 the AIAA Information
	    Systems Award for "developing the field of software safety
	    and for promoting responsible software and system
	    engineering practices where life and property are at
	    stake." In 2005 she received the ACM Sigsoft Outstanding
	    Research Award. She has published over 200 research papers
	    and is author of two books, "Safeware: System Safety and
	    Computers" published in 1995 by Addison-Wesley and
	    "Engineering a Safer World" published in 2012 by MIT
	    Press. She consults extensively in many industries on the
	    ways to prevent accidents.
	  






Multi-track (10:30-12:00)




    The following is a four-track session.  Afterward, please join us
    for lunch in Lafitte AB.
  
Government CPS Panel




      This session will be held in DH Holmes B.
    
	Title
	
	    Cybersecurity and Cyber-Physical Systems: A
	    Government Perspective
	  

	Moderator
	
	    Hassan Takabi (University of Pittsburgh)
	  

	Panelists (listed alphabetically)
		Dr. David Corman (NSF)
	Dr. Daniel Massey (DHS)
	Kevin Stine (NIST)


	Abstract
	
	    The "Internet of things" will redefine the critical
	    challenges of cybersecurity through the introduction, on
	    an unprecedented scale, of cyber-physical
	    systems.
	    
	 	
		Cyber-physical systems (CPS) are engineered systems
		that are built from and depend upon the synergy of
		computational and physical components. Emerging CPS
		will be coordinated, distributed, and connected, and
		must be robust and responsive. The CPS of tomorrow
		will need to far exceed the systems of today in
		capability, adaptability, resiliency, safety,
		security, and usability. [...] CPS will transform the
		way people interact with engineered systems, just as
		the Internet transformed the way people interact with
		information. However, these goals cannot be achieved
		without rigorous systems engineering.
	      
	 
	 	--
		US National Science Foundation
	      



	    This panel kicks off ACSAC's technical exchange on
	    cybersecurity for CPS with a look at major US government
	    initiatives. Topics include the tension
	    between fundamental and sector-specific applied research,
	    research gaps and vision, and current and emerging funding
	    opportunities.
	  




Mobile Networks and Apps




      This session of peer-reviewed papers, chaired by Ahmad-Reza
      Sadeghi, will be held in Orleans B.
    
	
 	  AFrame: Isolating Advertisements from Mobile
 	  Applications in Android
	

	  Xiao Zhang, Amit Ahlawat, Wenliang Du (Syracuse University)
	

	  Android uses a permission-based security model to restrict
	  applications from accessing private data and privileged
	  resources. However, the permissions are assigned at the
	  application-level, so even untrusted third-party libraries,
	  such as advertisement, once incorporated, can share the same
	  privileges as the entire application, leading to
	  over-privileged problems.  We present AFrame, a developer
	  friendly method to isolate untrusted third-party code from
	  the host applications.  The isolation achieved by AFrame
	  covers not only the process/permission isolation, but also
	  the display and input isolation. Our AFrame framework is
	  implemented through a minimal change to the existing Android
	  code base; our evaluation results demonstrate that it is
	  effective in isolating the privileges of untrusted
	  third-party code from applications with reasonable
	  performance overhead.
	

	
	  The Man Who Was There: Validating Check-ins in
	  Location-Based Services
	

	  Iasonas Polakis, Stamatis Volanis (FORTH-ICS); Elias
	  Athanasopoulos (Columbia University); Evangelos P. Markatos
	  (FORTH-ICS) 
	

	  The growing popularity of location-based services (LBS) has
	  led to the emergence of an economy where users announce
	  their location to their peers, indirectly advertising
	  certain businesses. Venues attract customers through offers
	  and discounts for users of such services. Unfortunately,
	  this economy can become a target of attackers with the
	  intent of disrupting the system for fun and, possibly,
	  profit. This threat has raised the attention of LBS, which
	  have invested efforts in preventing fake check-ins. In this
	  paper, we create a platform for testing the feasibility of
	  fake-location attacks, and present our case study of two
	  popular services, namely Foursquare and Facebook Places. We
	  discover their detection mechanisms and demonstrate that
	  both services are still vulnerable. We implement an adaptive
	  attack algorithm that takes our findings into account and
	  uses information from the LBS at run-time, to maximize its
	  impact.This strategy can effectively sustain mayorship in
	  all Foursquare venues and, thus, deter legitimate users from
	  participating. Furthermore, our experimental results
	  validate that detection-based mechanisms are not effective
	  against fake check-ins, and new directions should be taken
	  for designing countermeasures. Hence, we implement a system
	  that employs near field communication (NFC) hardware and a
	  check-in protocol that is based on delegation and asymmetric
	  cryptography, to eliminate fake-location attacks.
	

	
	  Discovery of Emergent Malicious Campaigns in
	  Cellular Networks
	

	  Nathaniel Boggs (Columbia University); Wei Wang, Suhas
	  Mathur, Baris Coskun, Carol Pincock (AT&T)
	

	  The growth of Smartphones has bridged the telephony/SMS and
	  the IP worlds, and this has resulted in new opportunities
	  for financially motivated attackers. For example, some
	  malicious campaigns in the cellular network aimed at
	  extracting money fraudulently can do so even without any
	  malware. Detecting and mitigating the variety of attacks in
	  cellular network is difficult because they do not
	  necessarily have a fixed `signature', and new types of
	  campaigns appear frequently. Further complicating matters,
	  detecting a single malicious entity (a domain name, a phone
	  number, or a short code) that is part of a malicious
	  campaign, is usually not very effective, because the
	  attacker simply moves to using another entity in its
	  place. An effective strategy requires detecting all/most
	  elements involved in the campaign at once. In this paper, we
	  describe a system, based on ideas from anomaly detection and
	  clustering, that aims to detect many different families of
	  widespread malicious campaigns in cellular networks. The
	  system reveals an entire campaign as a graph cluster which
	  includes the various entities involved in the campaign and
	  their relationship, such as malware download websites, C&C
	  servers, spammers, etc. Using logs from both SMS and IP
	  portions of the network for millions of users, we detect
	  newly popular entities and cluster them to discover how they
	  are related. By looking for cues of possible malicious
	  behavior from any of the entities in a cluster, we attempt
	  to ascertain whether a detected campaign might be malicious,
	  providing valuable leads to a human analyst. Our system is
	  live and generates daily clusters to human analysts. We
	  provide detailed case studies of real, previously unseen
	  families of malicious campaigns that this system has
	  successfully brought to light.
	




Real World Security - Deployment and Beyond 1




      This session of invited talks, chaired by Art Friedman, will be
      held in Orleans A.
    
	
 	  Detecting and Reporting Counterfeit and Tainted Products
	

	  Joe Jarzombek (DHS)
	

	  The US Department of Homeland Security Office of Cyber
	  Security and Communications program for Software and Supply
	  Chain Assurance (SSCA) leads and enables public-private
	  collaboration efforts focused on advancing Information and
	  Communications Technology (ICT) supply chain resilience and
	  software security and resilience. Techniques employed
	  include enhanced processes and diagnostics for detecting,
	  analyzing, reporting, and mitigating risks attributable to
	  counterfeits, defects, and tainted components that could
	  contain exploitable constructs, such as malware, exploitable
	  weaknesses and vulnerabilities. The US Government and
	  industry partners are working toward solutions to reduce the
	  risk of counterfeit and tainted ICT components. Departments
	  and agencies (D/As) rely on the functionality of its ICT to
	  accomplish their missions, and businesses rely on the demand
	  for genuine non-tainted ICT for profitability. Numerous
	  efforts are underway to prevent, test, identify, and track
	  counterfeit ICT and tainted products. This case study
	  presents some of the leading counterfeit studies,
	  approaches, reporting, and information gathering activities
	  across government and industry. Some D/As have helped to
	  frame the problem, while other D/As and standards bodies
	  have proposed methods to prevent and respond. Some industry
	  organizations have developed advanced detection techniques
	  while others facilitate awareness through data collection
	  and alerts. Though not an exhaustive list, the activities
	  explored in this case study demonstrate the breadth of
	  anti-counterfeiting and supply chain risk management efforts
	  taking place as well as the need to share data and lessons
	  learned.
	

	
 	  Ethnographic Fieldwork at a University IT
 	  Security Office
	

	  Xinming Ou (Kansas State University)
	

	  Many think that cyber security is a technical problem which
	  needs to be addressed by better products and systems, but
	  few recognize the important role that humans and human
	  organizations play in cyber security. We have been
	  conducting ethnographic fieldwork in an IT security office
	  at a higher-education institution using anthropological
	  fieldwork methods. Three students work as part of the
	  operation team in the IT security office where they are
	  assigned tasks such as handling incident response tickets,
	  firewall management, and maintaining host-based
	  intrusion-detection and anti-malware products. Through this
	  fieldwork we have observed a number of phenomena that
	  influence the effectiveness and efficiency with which
	  cybersecurity incidents are handled, and that may not be
	  specific to this particular organization. Those phenomena
	  will shed light in explaining why some cybersecurity
	  problems are hard to address in practice, what roles humans
	  and organizational structures play in those problems, and
	  where organizational procedures might be inefficient or
	  completely fail due to non-technical facets. We also use our
	  fieldwork as a vehicle to gain insight into the security
	  professionals' "tacit knowledge," (knowledge that is
	  difficult to explain or articulate) and convert it into more
	  explicit knowledge. This tacit knowledge is useful for
	  developing algorithms and tools that can help reduce the
	  human labor involved in security analytics and
	  management. We share our experience gained so far in this
	  tacit knowledge-conversion effort, using well-established
	  anthropological research methods.
	

	
 	  Designing State-of-the-Art Business Partner
 	  Connections
	

	  Matthias Luft (ERNW GmbH)
	

	  The rapid evolution of cloud based computing is often used
	  to illustrate a possible paradigm shift in computing,
	  characterized by various aspects such as a high degree of
	  flexibility in the course of system provisioning or network
	  connections. At the same time, connections to External
	  Business Partners (EBP) become more and more a crucial
	  requirement for the successful operation of business
	  processes. The required flexibility in establishing
	  connections to external services (in the broadest sense,
	  both the Cloud and EBPs) in combination with a high degree
	  of volatility and uncertainty result in the need for agile
	  processes which still allow the safeguarding of the desired
	  security level of the corporate network. We present a
	  framework for the implementation of such processes in very
	  large global enterprise environments based on several case
	  studies. The framework utilizes the instruments of trust and
	  control, corresponding metrics, and experience from 10+
	  years of security field work and operations.
	




Special Training: System Security Engineering 1




      This session will be held in DH Holmes C.
    
	Title
	
	    Integrating Systems Engineering and Security Engineering:
	    NIST SP 800-160
	  

	Instructors
	
	    Michael McEvilley (MITRE Corporation)
	  

	Description
	
	    The integration of security engineering and system
	    engineering will be addressed as a challenge for both
	    public and private sectors. A motivation for this session
	    is the realization that our increased dependence
	    on automated systems translates to increased consequence
	    of malicious and non-malicious events. This – coupled with
	    the increasing sophistication, capability, presence, and
	    persistence of the adversarial threat – demands rigorous
	    application of foundational security concepts and
	    principles to deliver trustworthy protection capability
	    that is effective in countering threat events, and
	    reducing risk to that which can be tolerated and managed.
	    Recognizing that security concerns now exist in
	    practically every system and these concerns span the
	    entire system life cycle, it is appropriate that as we
	    strive towards establishing Systems Security Engineering
	    as a recognized engineering discipline, that we also
	    embrace it as a speciality discipline of Systems
	    Engineering. Two key activities are addressing the
	    integrating of security and systems engineering: (a)
	    INCOSE – The July 2013 INCOSE Insight publication is
	    focused on Systems Security Engineering as a specialty of
	    Systems Engineering, and (b) NIST SP 800-160, “Systems
	    Security Engineering” to be released in CY2014, provides a
	    definition and discussion of Systems Security Engineering
	    as an engineering discipline and advocates its inclusion
	    and application as part of the Systems Engineering Life
	    Cycle Processes of IEEE 15288 “Systems and Software
	    Engineering – System Life Cycle Processes”.
	  





Multi-track (13:30-15:00)




    The following is a three-track session.  Afterward, there will be a
    half-hour break in the Foyer.
  
High Assurance Reference Architecture Panel




      This session will be held in DH Holmes B.
    
	Title
	
	    A High Assurance Reference Architecture for Industrial and
	    Process Control Systems
	  

	Moderator
	
	    Dr. Blaine Burnham (University of Southern California)
	  

	Panelists
	
	    
	Dr. Ron Ross (NIST)
	Dr. Roger Schell (University of Southern California)
	Todd Bauer, Sandia
	Timothy McMillan (ISC vendor)


	  

	Abstract
	 
	    Industrial Control systems (ISC) form the nervous system
	    of the strategic industries that provide us with most of
	    the necessities of our daily lives. The ISCs are the
	    hidden control and process components of the industries
	    that: assure clean water, electricity on demand, supply
	    the fuel for power plants, make and destribute all sorts
	    of products, gasoline, home heating oil, natural gas, be a
	    kind of. The combination of the ISC and the physical plant
	    that the ISC controls and manages in often referred to and
	    the cyber-physical domain (CPD) There are a number of
	    quirky aspects to the CPD to include: very long lifetimes,
	    tendencies to not mess with it when it is finally tuned
	    and working, and for a very long time enjoyed the security
	    provided by an air gap architecture. All there aspects are
	    passing through extensive revision more or less
	    simultaneously. The systems are being connected to the
	    "front office" systems to enable the enterprise to better
	    participate in market driven behaviors, control and
	    management of the CPD through the ISC is now being
	    interconnected with various internet services. A
	    connection that was never anticipated when the systems
	    were first developed and installed. The very long
	    lifetimes and all this new connectivity and several other
	    events has results in putting our CFD / ISC in a harms
	    way. A threat for which they were never intended /
	    designed to experience. At this critical juncture, it is
	    reasonable to ask ourselves: what needs to be done, is
	    there near term set of activities that could lead to a
	    path that leads to a strategic re-evaluation of the
	    direction / guidance for the development of next
	    generation of ISC and is /are there technologies /
	    processes / regulatory incentives that could enable
	    fundamental thinking about the security needs for the CFD
	    and possibility obviate whole classes of threats to our
	    critical infrastructures. This panel, in the available
	    time will bring their unique perspectives to this
	    dialogue.
	  




Privacy and Privacy Preserving Technologies




      This session of peer-reviewed papers, chaired by Steven Myers,
      will be held in Orleans B.
    
	
 	  Message In A Bottle: Sailing Past Censorship
	

	  Luca Invernizzi, Christopher Kruegel, Giovanni Vigna
	  (University of California, Santa Barbara)
	

	  Exploiting recent advances in monitoring technology and the
	  drop of its costs, authoritarian and oppressive regimes are
	  tightening the grip around the virtual lives of their
	  citizens. Meanwhile, the dissidents, oppressed by these
	  regimes, are organizing online, cloaking their activity with
	  anti-censorship systems that typically consist of a network
	  of anonymizing proxies. The censors have become well aware
	  of this, and they are systematically finding and blocking
	  all the entry points to these networks. So far, they have
	  been quite successful. We believe that, to achieve
	  resilience to blocking, anti-censorship systems must abandon
	  the idea of having a limited number of entry
	  points. Instead, they should establish first contact in an
	  online location arbitrarily chosen by each of their
	  users. To explore this idea, we have developed Message In A
	  Bottle, a protocol where any blog post becomes a potential
	  “drop point” for hidden messages. We have developed and
	  released a proof-of-concept application of our system, and
	  demonstrated its feasibility. To block this system, censors
	  are left with a needle-in-a-haystack problem: Unable to
	  identify what bears hidden messages, they must block
	  everything, effectively disconnecting their own network from
	  a large part of the Internet.  This, hopefully, is a cost
	  too high to bear.
	

	
	  k-subscription: Privacy-Preserving Microblogging
	  Browsing Through Obfuscation
	

	  Panagiotis Papadopoulos, Antonis Papadogiannakis (Institute
	  of Computer Science, Foundation for Research and Technology
	  - Hellas); Michalis Polychronakis, (Columbia University);
	  Apostolis Zarras, Thorsten Holz (Ruhr - University Bochum);
	  Evangelos P. Markatos (Institute of Computer Science,
	  Foundation for Research and Technology - Hellas) 
	

	  Over the past few years, microblogging social networking
	  services have become a popular means for information sharing
	  and communication. Besides sharing information among
	  friends, such services are currently being used by artists,
	  politicians, news channels, and information providers to
	  easily communicate with their constituency. Even though
	  following specific channels on a microblogging service
	  enables users to receive interesting information in a timely
	  manner, it may raise significant privacy concerns as
	  well. For example, the microblogging service is able to
	  observe all the channels that a particular user
	  follows. This way, it can infer all the subjects a user
	  might be interested in and generate a detailed profile of
	  this user. This knowledge can be used for a variety of
	  purposes that are usually beyond the control of the
	  users. To address these privacy concerns, we propose
	  k-subscription: an obfuscation-based approach that enables
	  users to follow privacy-sensitive channels, while, at the
	  same time, making it difficult for the microblogging service
	  to find out their actual interests. Our method relies on
	  obfuscation: in addition to each privacy-sensitive channel,
	  users are encouraged to randomly follow k −1 other channels
	  they are not interested in. In this way (i) their actual
	  interests are hidden in random selections, and (ii) each
	  user contributes in hiding the real interests of other
	  users. Our analysis indicates that k-subscription makes it
	  difficult for attackers to pinpoint a user’s interests with
	  significant confidence. We show that this confidence can be
	  made predictably small by slightly adjusting k while adding
	  a reasonably low overhead on the user’s system.
	

	
	  MyCloud-Supporting User-Configured Privacy
	  Protection in Cloud Computing
	

	  Min Li, Wanyu Zang (Virginia Commenwealth University); Kun
	  Bai (IBM T.J. Watson Research Center); Meng Yu (Virginia
	  Commenwealth University); Peng Liu (Pennsylvania State University)
	

	  Privacy concern is still one of the major issues that
	  prevent users from moving to public clouds. The root cause
	  of the privacy problem is that the cloud provider has more
	  privileges than it is necessary, which leaves no options for
	  the cloud users to protect their privacy. Due to the same
	  problem, once the control virtual machine or the cloud
	  platform is compromised, all user’s privacy will be
	  breached. Many cryptographic solutions have been developed
	  to protect sensitive data in the cloud. However, arbitrary
	  processing is usually prohibited once cryptography is
	  used. Homomorphic cryptography is considered promising but
	  it does not offer practical performance at the current
	  stage.  Instead of cryptographic solutions, in this paper,
	  we propose a new cloud architecture - MyCloud to solve the
	  problem. MyCloud removes the control virtual machine
	  (control VM) from the processor’s root mode and only keeps
	  security and performance crucial components in the
	  TCB. MyCloud achieves the following security goals. First,
	  MyCloud de-privileges the cloud provider such that the cloud
	  provider cannot inspect users’ memory through the control
	  virtual machine. Second, MyCloud enables user configured
	  privacy protection. Third, the reduced TCB size also
	  minimizes the attack surface of the cloud platform. We
	  implemented a prototype system on x86 platform and the
	  prototype has 5.8K LOCs. According to our experimental
	  results, our platform shows acceptable overhead while
	  providing significantly enhanced security and privacy
	  protection that can be configured by users.
	




Malware




      This session of peer-reviewed papers, chaired by Guofei Gu, will
      be held in Orleans A.
    
	
 	  Extraction of Statistically Significant Malware
 	  Behaviors
	

	  Sirinda Palahan (Penn State University); Domagoj Babic
	  (Google, Inc.); Swarat Chaudhuri (Rice University); Daniel
	  Kifer (Penn State University) 
	

	  Traditionally, analysis of malicious software is only a
	  semi-automated process, often requiring a skilled human
	  analyst. As new malware appears at an increasingly alarming
	  rate - now over 100 thousand new variants each day - there
	  is a need for automated techniques for identifying
	  suspicious behavior in programs. In this paper, we propose a
	  method for extracting statistically significant malicious
	  behaviors from a system call dependency graph (obtained by
	  running a binary executable in a sandbox). Our approach is
	  based on a new method for measuring the statistical
	  significance of subgraphs. Given a training set of graphs
	  from two classes (e.g., goodware and malware system call
	  dependency graphs), our method can assign p-values to
	  subgraphs of new graph instances even if those subgraphs
	  have not appeared before in the training data (thus possibly
	  capturing new behaviors or disguised versions of existing
	  behaviors).
	

	
	  DUET: Integration of Dynamic and Static Analyses
	  for Malware Clustering with Cluster Ensembles
	

	  Xin Hu (IBM T.J. Watson Research); Kang G. Shin (University
	  of Michigan, Ann Arbor) 
	

	  Automatic malware clustering plays a vital role in combating
	  the rapidly growing number of malware variants. Most
	  existing malware clustering algorithms operate on either
	  static instruction features or dynamic behavior features to
	  partition malware into families. However, these two distinct
	  approaches have their own strengths and weaknesses in
	  handling different types of malware. Moreover, different
	  clustering algorithms and even multiple runs of the same
	  algorithms may produce inconsistent or even contradictory
	  results. To remedy this heterogeneity and lack of robustness
	  of a single clustering algorithm, we propose a novel system
	  called DUET by exploiting the complementary nature of static
	  and dynamic clustering algorithms and optimally integrating
	  their results. By using the concept of clustering ensemble,
	  DUET combines partitions from individual clustering
	  algorithms into a single consensus partition with better
	  quality and robustness. DUET improves existing ensemble
	  algorithms by incorporating cluster-quality measures to
	  effectively reconcile differences and/or contradictions
	  between base malware clusterings. Using real-world malware
	  samples, we compare the performance of DUET (in terms of
	  clustering precision, recall and coverage) with individual
	  state-of-the-art static and dynamic clustering component.
	  The comprehensive experiments demonstrate DUET's capability
	  of improving the coverage of malware samples by 20--40%
	  while keeping the precision near the optimum achievable by
	  any individual clustering algorithm.
	

	
	  SigMal: A Static Signal Processing Based Malware
	  Triage
	
 
	  Dhilung Kirat, Lakshman Nataraj, Giovanni Vigna, B.S
	  Manjunath (University of California, Santa Barbara)
	

	  In this work, we propose SigMal, a fast and precise malware
	  detection framework based on signal processing
	  techniques. SigMal is designed to operate with systems that
	  process large amounts of binary samples. It has been
	  observed that many samples received by such systems are
	  variants of previously-seen malware, and they retain some
	  similarity at the binary level. Previous systems used this
	  notion of malware similarity to detect new variants of
	  previously-seen malware. SigMal improves the
	  state-of-the-art by leveraging techniques borrowed from
	  signal processing to extract noise-resistant similarity
	  signatures from the samples. SigMal uses an efficient
	  nearest-neighbor search technique, which is scalable to
	  millions of samples. We evaluate SigMal on 1.2 million
	  recent samples, both packed and unpacked, observed over a
	  duration of three months. In addition, we also used a
	  constant dataset of known benign executables. Our results
	  show that SigMal can classify 50% of the recent incoming
	  samples with above 99% precision. We also show that SigMal
	  could have detected, on average, 70 malware samples per day
	  before any antivirus vendor detected them.
	





Multi-track (15:30-16:30)




    The following is a four-track session.  Afterward, following a 30
    minute break, the Classic Book session will convene in DH
    Holmes AB.
  
Special Feature: Cyber Security Framework




      This session will be held in DH Holmes B.
    
	Title
	
	    NIST Executive Order Cyber Security Framework Initiative
	  

	Speaker
	
	    Kevin Stine (NIST)
	  

	Abstract
	
	    Recognizing that the national and economic security of the
	    United States depends on the reliable functioning of
	    critical infrastructure, the President under the Executive
	    Order "Improving Critical Infrastructure Cybersecurity"
	    has directed NIST to work with stakeholders to develop a
	    voluntary framework for reducing cyber risks to critical
	    infrastructure. The Framework will consist of standards,
	    guidelines, and best practices to promote the protection
	    of critical infrastructure. The prioritized, flexible,
	    repeatable, and cost-effective approach of the framework
	    will help owners and operators of critical infrastructure
	    to manage cybersecurity-related risk while protecting
	    business confidentiality and individual privacy and civil
	    liberties. This session will provide an overview of the
	    Executive Order and the Preliminary Cybersecurity
	    Framework.
	  

	About the Speaker
	
	    
[image: Special Feature: Cyber Security Framework]

	    Kevin Stine is the manager of the Security Outreach and
	    Integration group within the National Institute of
	    Standards and Technology’s (NIST) Computer Security
	    Division. The Security Outreach and Integration group
	    develops, integrates, and promotes the mission-specific
	    application of information security standards, guidelines,
	    best practices, and technologies. His work at NIST focuses
	    on applying information security standards, practices, and
	    technologies; conducting outreach and awareness; and
	    advancing security performance measurement. Kevin also
	    serves as the chairperson of the Federal Computer Security
	    Program Managers’ Forum, an informal group sponsored by
	    NIST to promote the sharing of information security
	    practices among federal agencies.
	  




Cyber-Physical Systems (CPS) Security




      This session of peer-reviewed papers, chaired by Gabriela
      Ciocarlie, will be held in Orleans B.
    
	
 	  An Efficiency-motivated Attack Against Autonomous
 	  Vehicular Transportation
	

	  Ryan M. Gerdes, Chris Winstead, Kevin Heaslip (Utah State
	  University) 
	

	  This work describes a new type of efficiency attack that can
	  be used to degrade the performance of automated vehicular
	  transportation systems. Next-generation transportation
	  technologies will leverage increasing use of vehicle
	  automation. Proposed vehicular automation systems include
	  cooperative adaptive cruise control and vehicle platooning
	  strategies which require cooperation and coordination among
	  vehicles. These strategies are intended to optimize
	  throughput and energy usage in future highway systems, but,
	  as we demonstrate, they also introduce new
	  vulnerabilities. In this work we show that a typical
	  platooning system would allow a maliciously controlled
	  vehicle to exert subtle influence on the motion of
	  surrounding vehicles. This effect can be used to increase
	  the energy expenditure of surrounding vehicles by 20% to
	  300%.
	

	
	  Stateful Policy Enforcement for Control System
	  Device Usage
	

	  Stephen McLaughlin (Pennsylvania State University)
	

	  Networked control systems used in energy, manufacturing, and
	  transportation combine large, vulnerable attack surfaces
	  with far overprovisioned privileges. Often, compromising a
	  single computer or user account is sufficient to give an
	  attacker free reign over physical machinery. Significant
	  reduction of attack surface size is an ongoing problem, so
	  we shift our focus to reducing the privileges granted to
	  system operators and embedded controllers. To this end, we
	  introduce C2, an enforcement mechanism for policies
	  governing the usage of electromechanical devices. In
	  presenting C2, we address two basic problems: (i.) How
	  should a policy for physical device usage be expressed and
	  enforced? This is a challenging question as the safe usage
	  of physical devices is dependent on mechanical limitations
	  and the behavior of nearby devices. (ii.)  What actions
	  should be taken if a physical machine is issued an operation
	  that violates the policy? C2 takes measures to ensure unsafe
	  behaviors are not caused when denying slightly erroneous yet
	  legitimate operations. We evaluate C2 against six
	  representative control systems, and show that it can
	  efficiently perform policy checks with less than 3.5%
	  overhead, while not introducing new unsafe behavior into a
	  control system.
	




Passwords and Authentication




      This session of peer-reviewed papers, chaired by Sarah Diesburg, will
      be held in Orleans A.
    
	
 	  Pitfalls in the Automated Strengthening of
 	  Passwords
	

	  David Schmidt, Trent Jaeger (Pennsylvania State University)
	

	  Passwords are the most common form of authentication for
	  computer systems, and with good reason: they are simple,
	  intuitive and require no extra device for their
	  use. Unfortunately, users often choose weak passwords that
	  are easy to guess. Various methods of helping users select
	  strong passwords have been deployed, often in the form of
	  requirements for the minimum length and number of character
	  classes to use. Alternatively, a site could modify a user's
	  password in order to make it more secure; strengthening
	  algorithms have been proposed that extend/modify a
	  user-supplied password until achieving sufficient
	  strength. Researchers have suggested that it may be possible
	  to balance password strength with memorability by limiting
	  automated changes to one or two characters while evaluating
	  the generated passwords' strength against known cracking
	  algorithms. This paper shows that passwords that were
	  strengthened against the best known cracking algorithms are
	  still susceptible to attack, provided the adversary knows
	  the strengthening algorithm. We propose two attacks: (1) by
	  strengthening the data sets with the known algorithm, which
	  increases the probability of recovering passwords by a
	  factor of 3-8, and (2) by a brute-force attack on the
	  initial passwords and space of possible changes, recovering
	  all passwords produced when a sufficiently weak initial
	  password was suggested. As a result, we find that the
	  proposed strengthening algorithms do not yet satisfy
	  Kerckhoffs's principle.
	

	
	  Revisiting Graphical Passwords for Augmenting,
	  not Replacing, Text Passwords
	

	  Murat Akpulat (Gumushane University); Kemal Bicakci, Ugur
	  Cil (TOBB University of Economics and Technology)
	

	  Users generally choose weak passwords which can be easily
	  guessed. On the other hand, adoption of alternatives to text
	  passwords has been slow due to cost and usability factors.
	  We acknowledge that incumbent passwords remain difficult to
	  beat and introduce in this study Type&Click (T&C), a
	  hybrid scheme supporting text passwords with the graphical
	  passwords. In T&C, users first type a text as usual and
	  then make a single click on an image to complete the
	  password entry. While largely preserving the login
	  experience with the text passwords, the new scheme utilizes
	  accumulated scientific knowledge in graphical password
	  research (implicit feedback, persuasion during password
	  creation, leveraging cued recall memory). The results of our
	  user study suggest that T&C is promising for augmenting
	  text passwords for improved security without degrading
	  usability.
	




Special Training: Cyber Resiliency 1




      This session will be held in DH Holmes C.
    
	Title
	
	    Overview of Cyber Resiliency
	  

	Instructors
	
	    Deb Bodeau, Rich Graubart (MITRE
	    Corporation)
	  

	Description
	
	    The cyber security landscape is rapidly changing. The
	    adversaries of concern are no longer hackers or vandals
	    with limited expertise/resources, attacking targets of
	    opportunity, pursuing their actions for reasons of
	    self-aggrandizement. The new adversary of concern, often
	    known as the advanced persistent threat (APT), is a nation
	    state or an organized crime cartel with sophisticated
	    levels of expertise, significant resources, persistently
	    attacking high value resources of critical organizations,
	    often with the goal of impeding or destroying the
	    organizations ability to carry out its mission. Security
	    measures focused on policy enforcement and boundary
	    protection will not stop such adversaries. Therefore, it
	    is important to ensure that critical missions complete
	    successfully despite successful cyber-attacks against
	    underlying technology. Cyber resiliency focuses on the
	    ability of a nation, organization, mission or business to
	    anticipate, withstand, recover from, and evolve
	    capabilities in the face of adverse conditions, stresses
	    or attacks on the support cyber resources. This overview
	    will address what is different about cyber resiliency, why
	    it is needed, and how it fits into and relates to other
	    aspects of cyber security, the threats it is intended to
	    address, and a description of the MITRE Cyber Resiliency
	    Framework. This Special Training continues on Thursday.
	  





Plenary (17:00-18:30)




    The following plenary session will be held in DH Holmes AB.  The
    Conference Banquet with New Orleans Brass Band will convene 45
    minutes after the conclusion of this session.
  
Classic Book Panel: TCSEC



	Title
	
	    30 Years Later: The Legacy of the Trusted
	    Computer System Evaluation Criteria
	  

	Moderator
	
	    Daniel Faigin (The Aerospace Corporation)
	  

	Panelists
		Daniel Faigin (The Aerospace Corporation)
	Olin Sibert (Oxford Systems, Inc.)
	Dr. Richard E. Smith (Cryptosmith LLC)


	Abstract
	
	    The creation of the TCSEC, and the development of its
	    associated mind set, organizations, procedures and
	    infrastructure, were the most influential computer
	    security events of the 20th century. On the 30th
	    anniversary of publication of the TCSEC
	    (aka the Orange Book), ACSAC has
	    assembled a panel of experts who have lived the paradigm
	    and experienced its many strengths and weaknesses from
	    different perspectives (creator, evaluator, developer,
	    user). Holding to the tradition of the ACSAC Classic
	    Papers session, they will review the history and explore
	    the legacy. Many of the ACSAC attendees have been there,
	    too. Expect lively and insightful exchanges!
	  





Conference Banquet with New Orleans Brass Band (19:15-22:00)




	Please join us for the banquet with stations throughout the
	Conference Center.
      

Thursday Technical Program




    Please join us in Lafitte AB for a one-hour
    Breakfast at 07:30.  Lunch  will be served at noon in
    Lafitte AB.  We will also offer half-hour breaks with
    refreshments in the Foyer between the morning
    sessions (at 10:00) and between the afternoon sessions (at 15:00).
  
Plenary (08:30-10:00)





    The following plenary session will be held in DH Holmes AB.
    Afterward, there will be half-hour break in the
    Foyer.

    Opening Remarks




	Remarks and announcements by Conference Chair Charles Payne,
	Dr. Jeremy Epstain and Program Co-Chair Dr. Kevin Butler.
      

Invited Essayist, Dr. Carl Landwehr



	Invited Essayist
	
	    Dr. Carl E. Landwehr (Cyber Security Policy and Research
	    Institute, George Washington University)
	  

	Title
	
	    A Building Code for Building Code: Putting What
	    We Know Works to Work
	  

	Abstract
	
	    Systems of programs control more and more of our critical
	    infrastructures. Forty years of system development and
	    research have taught us how to build software that is
	    reliable, relatively free of vulnerabilities, and can
	    enforce security policies. They seem not to have taught us
	    how to get these lessons put into practice, particularly
	    with respect to security, except in a few specialized
	    places. This talk suggests an approach to capturing what
	    we know in a way that can make a difference in systems on
	    which we all rely.
	  

	About the Speaker
	
	    
[image: Invited Essayist, Dr. Carl Landwehr]

	    Dr. Carl Landwehr had a 23-year career leading
	    cybersecurity research at the U.S. Naval Research
	    Laboratory. He spent the past twelve years funding,
	    managing, and guiding cybersecurity research programs for
	    the National Science Foundation (NSF), the Intelligence
	    Advanced Research Projects Activity (IARPA) and its
	    predecessor organizations, and the Defense Advanced
	    Research Projects Agency (DARPA). Dr. Landwehr has also
	    served as Editor-in-Chief of IEEE Security & Privacy
	    Magazine, as a member of several studies for the National
	    Academy of Sciences, and of DARPA's Information Science
	    and Technology (ISAT) Study Group. He has received
	    numerous awards for research and service to the
	    professional community.
	  






Multi-track (10:30-12:00)




    The following is a four-track session.  Afterward, please join us
    for lunch in Lafitte AB.
  
Medical Cyber-Physical Systems Panel




      This session will be held in DH Holmes B.
    
	Title
	
	    Challengs in Securing Medical Cyber-Physical Systems
	  

	Moderator
	
	    Dr. Krishna Venkatasubramanian (Worcester Polytechnic Institute)
	  

	Panelists
		Eugene Vasserman (Kansas State University)
	Denis Foo Kune (University of Michigan)
	Pat Baird (Baxter)
	Srdjan Capkun (ETH Zurich)


	Abstract
	
	    An explosion in the capability of medical device platforms
	    has made it possible to make healthcare both pervasive and
	    effective. From pacemakers to interoperable medical device
	    systems in ICUs to smart-prosthetics to body sensor
	    networks, medical device platforms are becoming
	    increasingly cyber-physical in nature. That is they are:
	    (1) tightly coupled with their environment, the human
	    body, for monitoring and actuation, and (2) usually
	    deployed as part of a large collection of integrated
	    system of systems. The availability of medical
	    cyber-physical systems (MCPS) has many potential benefits
	    including the development of smart patient alarms,
	    provision of safety interlocks, closed-loop health
	    monitoring, pervasive and timely health management and so
	    on.
	  

	    Much work is going on in designing the MCPS to be safe,
	    especially in the cases where the underlying systems
	    fail. However, the interactive and safety-critical nature
	    of MCPS makes them obvious targets for exploitation by
	    malicious actors. The failures from such exploitation
	    usually have features that are inherently different from
	    models of failures in more benign environments. Therefore,
	    preserving security within such MCPS is essential for
	    ensuring patient safety.
	  

	    Given the diversity of applications that fall under MCPS,
	    the threats and the security challenges for each of these
	    applications are overlapping but different. In this panel,
	    we will discuss what it takes to secure MCPS, including
	    appropriate threat models, and outstanding challenges, the
	    potential approaches. The panel members are experts in the
	    design of different MCPS applications. Based on their
	    individual experiences, the overall goal is to try to
	    synthesize a general set of research challenges for the
	    broader domain of MCPS. The discussion and recommendations
	    of this panel will be relevant to anyone interested in
	    designing secure MCPS.
	  

	Position Statements
	
	    Krishna
	    Venkatasubramanian. MCPS systems have to be
	    fundamentally safe --- that is they should not harm the
	    patients they are deployed on. Security for MCPS plays an
	    important part in ensuring safety of such
	    systems. Essentially, a secure MCPS protects its users
	    from faults that are deliberate in nature. This seems to
	    suggest that security is a proper subset of safety when it
	    comes to MCPS. But is this understanding complete? Are
	    there scenarios where securing an MCPS has no safety
	    implications? Privacy-related issues come to mind, even
	    though loss of privacy can have indirect safety
	    implications for users. I would like to discuss the
	    relationship of safety and security when it comes to MCPS.
	  

	    Eugene
	    Vasserman. Securing MCPS requires a combined
	    approach of best practices and changes in the way medical
	    systems are regulated. Many questions need to be answered
	    first, such as at what level do we consider something to
	    be "secure", e.g., is it enough to have "secure" devices,
	    or do we need to secure facility network infrastructure as
	    well, or do we consider all networked devices and the
	    network as one system? Furthermore, the issue of safety
	    overrides requires discussion -- do we believe the
	    clinician has the final say regarding safety, or do we
	    rely on automation?
	  

	    Denis Foo Kune. The
	    importance of sharing security related data and setting up
	    the appropriate mechanism to record security events from
	    clinicians. One of the major hurdles I am facing is to
	    determine security events that could have affected patient
	    outcome, but the data is very sparse and if available, it
	    may be faulty due to the amount of security expertise
	    required from clinicians. The importance of system level
	    correlation for sensor level defenses. Sensors may be
	    affected by noise of malicious interference. Many
	    therapies rely on trustworthy sensing. What are the
	    challenges in trusting data from sensors?
	  

	    Pat Baird. Introducing
	    security concepts and analysis to the existing medical
	    device industry will have two main challenges. One
	    challenge is the learning curve required for any new
	    problem domain. The other challenge is the assessment and
	    prioritization of security work in amongst all of the
	    other demands placed on product development teams.
	  

	    Srdjan Capkun. Separating
	    and isolating critical from non-critical functionality
	    within MCPSs will be one of the core challenges in this
	    area. These are not general-purpose systems and their
	    core/critical components should be as much as possible
	    isolated from their more open / less critical
	    functions. Securing remote access to MCPSs is another
	    challenge which needs careful design; one needs to make
	    sure that a compromise of a single server or of a single
	    set of credentials does not make a large group of patients
	    vulnerable. This will require careful design of both MSCPs
	    and of the infrastructure that supports them.
	  




Applying/Applied Cryptography




      This session of peer-reviewed papers, chaired by David Balenson,
      will be held in Orleans B.
    
	
 	  PRIME: Private RSA Infrastructure for Memory-less
 	  Encryption
	

	  Behrad Garmany (Ruhr-University Bochum); Tilo Müller (FAU
	  Erlangen-Nürnberg) 
	

	  Cold boot attacks exploit the fact that data in RAM
	  gradually fades away over time, rather than being lost
	  immediately when power is cycled off. An attacker can gain
	  access to all memory contents by a restart or short
	  power-down of the system, a so called cold
	  boot. Consequently, sensitive data in RAM like cryptographic
	  keys are exposed to attackers with physical access. Research
	  in recent years found software-based solutions to the cold
	  boot problem in terms of CPU-bound or "memory-less"
	  encryption. To date, however, the focus has been set on
	  symmetric ciphers, particularly concerning disk encryption
	  systems. Contrary to that, the work in hand aims to close
	  the gap to asymmetric ciphers. With Prime, we present a cold
	  boot resistant infrastructure for private RSA
	  operations. All private RSA parameters reside symmetrically
	  encrypted in RAM and are decrypted only within CPU
	  registers. The modular exponentiation algorithm for RSA is
	  implemented entirely on the CPU, such that no sensitive
	  state of RSA ever goes to RAM.
	

	
	  Do I know You? - Efficient and Privacy-Preserving
	  Common Friend-Finder Protocols and Applications
	

	  Marcin Nagy (Aalto University); Emiliano De Cristofaro
	  (PARC, a Xerox Company); Alexandra Dmitrienko (Fraunhofer
	  SIT/CASED); N. Asokan (University of Helsinki); Ahmad-Reza
	  Sadeghi (TU Darmstadt/CASED)
	

	  The increasing penetration of, and reliance on, Online
	  Social Networks (OSNs) prompts the need for effectively
	  accessing and utilizing social networking information. In
	  numerous applications, users need to make trust and/or
	  access control decisions involving other (possibly stranger)
	  users, and one important factor is often the existence of
	  common social relationships. This motivates the need for
	  secure and privacy-preserving techniques letting users
	  assess whether or not they have mutual friends.  This paper
	  presents the design and the implementation of the Common
	  Friends service, a framework for finding common friends,
	  which protects privacy of non-mutual friends and guarantees
	  authenticity of friendships. We present a generic
	  construction that reduces to secure computation of set
	  intersection, while ensuring authenticity of announced
	  friends via bearer capabilities. We also propose an
	  efficient instantiation, based on Bloom filters, that only
	  incurs a constant number of public-key operations and
	  appreciably low communication overhead.  Our framework is
	  designed so that developers can easily integrate the Common
	  Friends service into their applications, e.g., to enforce
	  access control based on users' social proximity in a
	  privacy-preserving manner. Finally, we showcase our
	  techniques in the context of an existing application for
	  sharing (tethered) Internet connections, whereby users
	  decide to share depending on the existence of common
	  friends. A comprehensive experimental evaluation also
	  attests to the practicality of proposed techniques.
	

	
	  GPU and CPU Parallelization of Honest-but-Curious
	  Secure Two-Party Computation
	

	  Nathaniel Husted, Steve Myers (Indiana University); Abhi
	  Shelat (University of Virginia); Paul Grubbs (Indiana
	  University) 
	

	  Recent work demonstrates the feasibility and practical use
	  of secure two-party computation. A major enabler of this
	  feasibility has been the exploitation of the embarrassingly
	  parallel nature of many tasks that are part of a secure
	  computation protocol. Nonetheless, there are still various
	  forms and levels of parallelization that may yet improve the
	  performance of these protocols. For example, implementations
	  on the SIMD architecture of modern GPGPUs requires
	  significantly different approaches to implementation than
	  the general purpose MIMD architecture of multi-core CPUs,
	  which again differ from the needs of parallelizing on
	  compute clusters.  In this work, we present the design and
	  analysis of a general-purpose, Graphical Processing Unit
	  (GPU)-optimized implementation of Yao's garbled-circuit
	  protocol for two-party secure computation. We provide
	  security where a malicious adversary can learn one arbitrary
	  bit of the other user's private input, as proposed by
	  Franklin and Mohassel, based on the protocol of Huang
	  et. al. We implement nearly all of the modern protocol
	  advancements, such as Free XOR, Pipelining, and OT
	  extension. Our implementation is the first allowing entire
	  circuits to be generated in parallel concurrently, and makes
	  use of a modification of the XOR technique so that circuit
	  generation is optimized for implementation on SIMD
	  architectures of GPUs. We implement and compare the
	  performance of the circuit evaluation step in Yao's protocol
	  on both GPU and on multi-core CPUs. Finally, our system is
	  the first to support multiple GPUs within a single machine
	  and give initial evidence that the approach is feasible.
	




Real World Security - Deployment and Beyond 2




      This session of invited talks, chaired by Joe Jarzombek, will be
      held in Orleans A.
    
	
 	  Design and Configuration of High Security IPv6
 	  Networks
	

	  Enno Rey (ERNW GmbH)
	

	  Many organizations are implementing IPv6 for Internet facing
	  systems as a first step of the transition phase. For these
	  systems, often configuration steps are performed which
	  somehow contradict “traditional IPv6 paradigms” (static
	  addresses instead of autoconfig, deactivation of local RA
	  processing, deviation from /64 etc.). This talk presents
	  possible design approaches and configuration steps for
	  networks with high security requirements, like DMZ
	  segments. Here several decisions have to be taken (/64 or
	  not? – think of neighbor cache exhaustion…, suppressing the
	  A-flag in RAs vs. deactivation of local RA processing
	  et.al.) which might have a huge impact on the security and
	  operational feasibility of the systems in question. We
	  discuss the pros and cons of different design
	  approaches. Typical configurations steps will be shown for
	  the most common operating systems (Windows, Linux, BSD) and
	  network devices (e.g. Cisco). Furthermore, current defense
	  strategies regarding neighbor cache exhaustion will be
	  discussed.
	

	
 	  Teaching the Art of Red Teaming
	

	  Brian Isle (Adventium Labs)
	

	  Brian Isle teaches a formal analytic Red Team assessment
	  process to help his graduate students grasp the concept of
	  risk and provide a hands-on experience with assessment
	  methods and tools. The Red Team process is the result of 10+
	  years performing Red Teaming activities combined with DoD
	  funded research focused on improving the repeatability and
	  efficiency of the assessment process. The process has been
	  broadly applied to a wide range of cyber-physical systems
	  and proven effective in producing quality results. This
	  presentation will provide a brief overview of the genesis of
	  the formal process, the Red Team process, and the methods
	  Brian employs to teach the process. In addition, Brian will
	  share some highlights of the student’s analysis and his
	  observations on teaching abstract topics.
	




Special Training: Cyber Resiliency 2




      This special training session will be held in DH Holmes C.
    
	Title
	
	    Applying and Using Resiliency
	  

	Briefs
	
	    
	
		  MITRE Scenario, Rosalie McQuaid (MITRE)
		

	
		  Analyzing the Effects on Cyber Resiliency on the Adversary, Deb Bodeau (MITRE)
		




	  





Multi-track (13:30-15:00)




    The following is a four-track session.  Afterward, there will be a
    half-hour break in the Foyer.
  
Smart Grid Cyber-Physical Systems Panel




      This session will be held in DH Holmes B.
    
	Title
	
	    Securing the Future Smart Grid: Where Do We Go Next?
	  

	Moderator
	
	    Dr. Paul Smith (Austrian Institute of Technology)
	  

	Panelists
		Prof. Rajit Gadh (Professor and Director, UCLA -
	    WINMEC & Smart Grid Energy Research Center)
	Dr Robert W Griffin (Chief Security Architect,
	    RSA, the Security Division of EMC)
	Dr Klaus Kursawe (Director Research and
	    Development, ENCS)


	Abstract
	 
	    The smart grid represents a revolutionary change in the
	    way power grids will operate in the future, including a
	    much larger use of ICT technologies and a greater degree
	    of openness, both in terms of connectivity and the number
	    of interfaces the grid has to third-parties, including end
	    customers. The motivation for smart grids are manifold,
	    including an increased resilience of the power grid, the
	    ability to include a greater number of renewable energy
	    sources, and support for advanced services, such as power
	    management approaches that respond to demand-side
	    requests. Naturally, this additional complexity, openness
	    and use of ICT technology make the power grid susceptible
	    to new cyber-security threats.
	  

	    Standards bodies and the like have produced volumes about
	    how to secure smart grids – the canonical examples being
	    the NISTIR 7628 guidelines or the recent ENISA document on
	    ‘Appropriate security measures for smart grid’. Whilst
	    representing important work, these recommendations are not
	    the complete picture and important pieces are still
	    missing. For instance, current recommendations largely
	    take an architectural view on the problem, and omit
	    guidance on operational aspects of securing smart
	    grids. Little attention is given to the technologies and
	    processes that are needed to maintain situational
	    awareness for these potentially complex cyber-physical
	    systems. Also, recommendations largely focus on
	    ‘classical’ security measures, but do not consider the
	    cases in which they fail, and how to ensure continued
	    operation of the grid; pointing to the need for safety and
	    security co-design, and measures for intrusion tolerance.
	  

	    This panel brings together academic, applied research and
	    industry experts with different viewpoints on the area of
	    securing future smart grids, including those with deep
	    knowledge of cyber-security, resilience and future energy
	    systems. They will reflect on existing efforts to secure
	    smart grids and argue the case for areas where they see
	    future research and standardisation is of paramount
	    importance. Additionally, the panellists will be asked to
	    comment on a number of open contentious issues, including:
	    who amongst the many smart grid stakeholders should
	    pick-up the bill for security – governments, equipment
	    vendors, grid operators, or end customers; building on the
	    existing effort on smart grid security, what is the next
	    highest priority that should be addressed and why; and
	    whether, despite the efforts of the community, the full
	    realisation of a smart grid, with advanced energy
	    services, is realisable in a privacy-preserving, secure
	    and, most importantly, safe manner?
	  

	Position Statements
	
	    Paul Smith. Much of the
	    attention from standards bodies has focused on
	    preventative security measures for the smart grid, e.g.,
	    via architectural analysis of a smart grid and
	    understanding the security requirements associated with
	    interactions between its components. Arguably, to-date,
	    there has been little attention paid to how a smart grid
	    should remain secure and operational if these measures
	    fail (which will inevitable be the case!). I will
	    highlight the need for detecting when such failures occur,
	    and propose that a key design goal (and an area for
	    further work) is approaches to ensuring the resilience of
	    smart grids, such that it can continue to operate, with
	    some acceptable level of service, when a smart grid has
	    been attacked and security measures have failed.
	  

	    Rajit Gadh. The smart
	    grid of the future will involve layered cyber and physical
	    infrastructures, and not just the physical
	    infrastructures. Security considerations as researched in
	    the I.T. world will play a key role in the cyber
	    infrastructure layers. Physical infrastructure security,
	    something that has been studied and practiced in the
	    electrical power industry, would be relevant to the
	    physical infrastructure layer. However, when the two come
	    together, secure transactions in one layer may affect
	    control variables in the other layer, making the entire
	    system potentially unstable and maybe even
	    insecure. Cybersecurity of the power grid needs to be
	    investigated as an integrated cyber-physical
	    infrastructure system, whereby even small perturbations in
	    one layer may cause instability to the other
	    layer. Modeling of the layers, their coupling and their
	    integrated functionalities will become important variables
	    for securing the smart grid as we increasingly couple
	    these two layers even more tightly in the future.
	  

	    Robert W. Griffin. Big
	    data security analytics and shared cyber intelligence have
	    become essential tools to combat cyber-attacks, such as
	    advanced persistent threats. How can these tools be
	    applied most effectively in securing the smart grid? How
	    do they fit into the larger strategy for securing critical
	    infrastructure at the national and international levels?
	    What existing and emerging standards are relevant to these
	    tools and what new standards are needed to realize their
	    full value? I'll discuss these questions in detail,
	    providing real-world examples of the threats that need to
	    be considered in securing the smart grid and the essential
	    role that security analytics and shared cyber intelligence
	    have to play in addressing these threats.
	  

	    Klaus Kursawe. In
	    protecting a critical infrastructure such as the smart
	    grid, many principles security professionals are used to
	    are not directly applicable – most of our technologies are
	    designed to protect data, while in the smart grid setting
	    the most crucial protection goal is to protect the
	    process. Furthermore, the system parameters and
	    requirements are quite different from a normal IT
	    system. As a consequence, security mechanisms and
	    standards need to be evolved in ways we – as the security
	    community – presently do not understand very well, and
	    there is a danger that our familiar tools do more harm
	    than good if applied in a straightforward way. Given the
	    timelines for smart grid deployment, the amount of work
	    needed to design a secure system and the current security
	    maturity level of the smart grid, what is needed is a long
	    term roadmap that offers sufficient security now, and can
	    evolve with increasing deployment of the smart grid and
	    better understanding of smart grid usecases and threats.
	  




Network Security




      This session of peer-reviewed papers, chaired by Xinming Ou,
      will be held in Orleans B.
    
	
 	  No Attack Necessary: The Surprising Dynamics of
 	  SSL Trust Relationships
	

	  Bernhard Amann (International Computer Science Institute);
	  Robin Sommer (International Computer Science Institute /
	  Lawrence Berkeley National Laboratory); Matthias Vallentin
	  (University of California, Berkeley); Seth Hall
	  (International Computer Science Institute)
	

	  Much of the Internet's end-to-end security relies on the
	  SSL/TLS protocol along with its underlying X.509 certificate
	  infrastructure. However, the system remains quite brittle
	  due to its liberal delegation of signing authority: a single
	  compromised certification authority undermines trust
	  globally. Several recent high-profile incidents have
	  demonstrated this shortcoming convincingly.  Over time, the
	  security community has proposed a number of counter measures
	  to increase the security of the certificate ecosystem; many
	  of these efforts monitor for what they consider tell-tale
	  signs of man-in-the-middle attacks. In this work we set out
	  to understand to which degree benign changes to the
	  certificate ecosystem shares structural properties with
	  attacks, based on a large-scale data set of more than 16
	  billion SSL sessions. We find that common intuition falls
	  short in assessing the maliciousness of an unknown
	  certificate, since their typical artifacts routinely occur
	  in benign contexts as well. We also discuss what impact our
	  observations have on proposals aiming to improve the
	  security of the SSL ecosystem.
	

	
	  Socket Overloading for Fun and Cache-Poisoning
	

	  Amir Herzberg, Haya Shulman (Bar Ilan University)
	

	  We present a new technique: {\em socket overloading}, which
	  allows to circumvent source port randomisation, implemented
	  in transport layer protocols. Our attacks are launched with
	  an off-path adversary. We show how to apply socket
	  overloading for: (1) UDP port derandomisation against
	  popular and standard port randomisation
	  algorithms~\cite{rfc6056}, and (2) for cache poisoning and
	  degradation/denial of service attacks against DNS.  Our
	  socket overloading technique may be of independent interest,
	  and can be of use in other attacks, and applied against
	  other protocols.
	

	
	  Beehive: Large-Scale Log Analysis for Detecting
	  Suspicious Activity in Enterprise Networks
	

	  Ting-Fang Yen, Alina Oprea (RSA Laboratories); Kaan
	  Onarlioglu (Northeastern University); Todd Leetham (EMC
	  Corporation); William Robertson (Northeastern University);
	  Ari Juels (RSA Laboratories); Engin Kirda (Northeastern
	  University) 
	

	  As more and more Internet-based attacks arise, organizations
	  are responding by deploying an assortment of security
	  products that generate situational intelligence in the form
	  of logs. These logs often contain high volumes of
	  interesting and useful information about activities in the
	  network, and are among the first data sources that
	  information security specialists consult when they suspect
	  that an attack has taken place. However, security products
	  often come from a patchwork of vendors, and are
	  inconsistently installed and administered. They generate
	  logs whose formats differ widely and that are often
	  incomplete, mutually contradictory, and very large in
	  volume. Hence, although this collected information is
	  useful, it is often dirty.  We present a novel system called
	  Beehive that attacks the problem of automatically mining and
	  extracting knowledge from the dirty log data produced by a
	  wide variety of security products in a large enterprise. We
	  improve on signature- based approaches to detecting security
	  incidents and instead achieve behavioral detection of
	  suspicious host activities that Beehive reports as potential
	  security incidents. These incidents can then be further
	  analyzed by incident response teams to determine whether a
	  policy violation or attack has occurred. We have evaluated
	  Beehive on the log data collected in a large enterprise,
	  AnonymizedCompany, over a period of two weeks. We compare
	  the incidents identified by Beehive against enterprise
	  Security Operations Center reports, antivirus software
	  alerts, and feedback received from enterprise security
	  specialists. We show that Beehive is able to identify
	  malicious events and policy violations within the enterprise
	  network which would otherwise go undetected.
	




Systems Security




      This session of peer-reviewed papers, chaired by Thomas Moyer,
      will be held in Orleans A.
    
	
 	  Uncovering Access Control Weaknesses and Flaws
 	  with Security-Discordant Software Clones
	

	  François Gauthier, Thierry Lavoie, Ettore Merlo
	  (Polytechnique Montréal) 
	

	  Software clone detection techniques identify fragments of
	  code that share some level of syntactic similarity. In this
	  study, we investigate security-sensitive clone clusters:
	  clusters of syntactically similar fragments of code that are
	  protected by some privileges. From a security perspective,
	  security-sensitive clone clusters can help reason about the
	  implemented security model: given syntactically similar
	  fragments of code, it is expected that they are protected by
	  similar privileges. We hypothesize that clones that violate
	  this assumption, defined as security-discordant clones, are
	  likely to reveal weaknesses and flaws in access control
	  models.  In order to characterize security-discordant
	  clones, we investigated two of the largest and most popular
	  open-source PHP applications: Joomla! and Moodle, with sizes
	  ranging from hundred thousands to more than a million lines
	  of code. Investigation of security-discordant clone clusters
	  in these systems revealed several previously undocumented,
	  recurring, and application-independent security
	  weaknesses. Moreover, security-discordant clones also
	  revealed four, previously unreported, security
	  flaws. Results also show how these flaws were revealed
	  through the investigation of as little as 2% of the code
	  base. Distribution of weaknesses and flaws between the two
	  systems is investigated and discussed. Potential extensions
	  to this exploratory work are also presented.
	

	
	  A Portable User-Level Approach for System-wide
	  Integrity Protection
	

	  Wai Kit Sze, R. Sekar (Stony Brook University)
	

	  In this paper, we develop an approach for protecting system
	  integrity from untrusted code/data that may harbor
	  sophisticated malware. We develop a novel dual-sandboxing
	  architecture to confine not only untrusted, but also benign
	  processes. The untrusted sandbox places only a few
	  restrictions, thereby permitting most untrusted applications
	  to function normally. Our implementation is performed
	  entirely at the user-level, requiring no changes to the
	  kernel. This enabled us to port the system easily from Linux
	  to BSD. Our experimental results show that our approach
	  preserves the usability of most applications, while offering
	  strong protection and good performance. Another important
	  benefit of our approach is that policy development is
	  largely automated, thus sparing users and administrators
	  from this cumbersome and difficult task.
	

	
	  Subverting System Authentication Using
	  Context-Aware, Reactive Virtual Machine
	  Introspection
	

	  Yangchun Fu, Zhiqiang Lin, Kevin W. Hamlen (University of
	  Texas, Dallas) 
	

	  Recent advances in bridging the semantic gap between virtual
	  machines (VMs) and their guest processes have a dark side:
	  They can be abused to subvert and compromise VM file system
	  images and process images. To demonstrate this alarming
	  capability, a context-aware, reactive VM Introspection (VMI)
	  instrument is presented and leveraged to automatically
	  subvert the authentication mechanisms of Linux and Windows
	  operating systems. By bridging the semantic gap, the attack
	  is able to automatically identify critical decision points
	  where authentication succeeds or fails at the binary
	  level. It can then leverage the VMI to transparently corrupt
	  the control-flow or data-flow of the victim OS at that
	  point, resulting in successful authentication without any
	  password-guessing or encryption-cracking. The approach is
	  highly flexible (threatening a broad class of authentication
	  implementations), practical (realizable against real-world
	  OSes and VM images), and useful for both malicious attacks
	  and forensics analysis of virtualized systems and software.
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      This special training session will be held in DH Holmes C.
    
	Title
	
	    Cyber Resiliency Technology & Transition
	  

	Briefs
	
	    
	
		  Resiliency in NIST SP 800-53R4, Dr. Ron Ross (NIST) 
		

	
		  Cyber Maneuver, Chris Eck (Raytheon)
		

	
		  Evaluating Cyber Moving Target Techniques, Hamed Okhravi (MIT Lincoln Labs)
		




	  





Multi-track (15:30-17:00)




    The following is a four-track session.  Immediately afterward, the
    Works-in-Progress plenary session will convene in DH Holmes AB.
  
LASER Workshop Forum




      This session will be held in DH Holmes B.
    
	Title
	
	    Forum: LASER Workshop
	  

	Moderator
	
	    Laura Tinnel (SRI International)
	  

	Speakers
		David Balenson (SRI International)
	Dr. Carl Landwehr (George Washington University)
	Nathaniel Husted (student)


	Abstract
	
	    The Learning from Authoritative Security Experiment
	    Results (LASER) workshop has a goal of helping the
	    cybersecurity community quickly identify and learn from
	    both success and failure from all properly conducted
	    experimental (cyber) security research. The workshop
	    focuses on research that has a valid hypothesis and
	    reproducible experimental methodology, but where the
	    results were unexpected or did not validate the
	    hypotheses, where the methodology addressed difficult
	    and/or unexpected issues, or that unsuspected confounding
	    issues were found in previous work. This panel will
	    discuss the results of the LASER 2013 requirement for
	    submissions to follow a standard structure and plans for
	    the future to support the overall workshop goals.
	  




Mobile Systems Security 1




      This session of peer-reviewed papers, chaired by Adam Aviv,
      will be held in Orleans B.
    
	
 	  Seeing is Not Believing: Visual Verifications
 	  Through Liveness Analysis using Mobile Devices
	

	  Mahmudur Rahman (FIU); Umut Topkara (IBM Research); Bogdan
	  Carbunar (FIU)
	

	  The visual information captured with camera equipped mobile
	  devices has greatly appreciated in value and importance as a
	  result of their ubiquitous and connected nature. Today,
	  banking customers expect to be able to deposit checks using
	  mobile devices, and broadcasting videos from camera phones
	  uploaded by unknown users is admissible on news networks. We
	  present Movee, a system that addresses the fundamental
	  question of whether the visual stream coming into a mobile
	  app from the camera of the device can be trusted to be
	  untampered with, live data, before it can be used for a
	  variety of purposes.  Movee is a novel approach to video
	  liveness analysis for mobile devices. Movee is based on
	  measuring the consistency between the data from the
	  accelerometer sensor and the inferred motion from the
	  captured video. Contrary to existing algorithms, Movee has
	  the unique strength of not depending on the audio track. Our
	  experiments on real user data have shown that Movee achieves
	  8% Equal Error Rate.
	

	
	  Crossover: Secure and Usable User Interface for
	  Mobile Devices with Multiple Isolated OS
	  Personalities
	

	  Matthias Lange, Steffen Liebergeld (Technische Universität
	  Berlin) 
	

	  Bring your own device policies allow private phones to be
	  used in corporate environments. To solve the tension be-
	  tween the user’s needs and the corporate’s security
	  policies, solutions with multiple operating system
	  personalities in parallel have been proposed. These
	  solutions succeed at iso- lating personal and corporate
	  information at the data level. Thorough research of the
	  security requirements of the user interface to handle
	  different environments on one device is missing.  In this
	  work we define a threat model and derive the pre- requisites
	  for a practical and secure user interface for mobile
	  devices. We designed an UI framework which provides the
	  mechanisms to handle multiple environments on a mobile
	  device. Our design is applicable to several different virtu-
	  alization solutions. We implemented a prototype that runs on
	  a real device and evaluated it in terms of usability and
	  security.
	

	
	  PatchDroid: Scalable Third-Party Security Patches
	  for Android Devices
	

	  Collin Mulliner (Northeastern University); Jon Oberheide
	  (DuoSecurity); William Robertson, Engin Kirda (Northeastern
	  University) 
	

	  Android is currently the largest mobile platform with around
	  750 million devices worldwide. Unfortunately, more then 30%
	  of all devices contain publicly known security
	  vulnerabilities and, in practice, cannot be updated through
	  normal mechanisms since they are not longer supported by the
	  manufacturer and mobile operator. This failure of
	  traditional patch distribution systems has resulted in the
	  creation of a large population of vulnerable mobile
	  devices. In this paper, we present PatchDroid, a system to
	  distribute and apply third-party security patches for
	  Android. Our system is designed for device-independent patch
	  creation, and uses in-memory patching techniques to address
	  vulnerabilities in both native and managed code. We created
	  a fully usable prototype of PatchDroid, including a number
	  of patches for well-known vulnerabilities in Android
	  devices. We evaluated our system on different devices from
	  multiple manufacturers and show that we can effectively
	  patch security vulnerabilities on Android devices without
	  impacting performance or usability. Therefore, PatchDroid
	  represents a realistic path towards dramatically reducing
	  the number of exploitable Android devices in the wild.
	




Hardware and Virtualization Security




      This session of peer-reviewed papers, chaired by Stephen McLaughlin,
      will be held in Orleans A.
    
	
 	  A Comprehensive Black-box Methodology for Testing
 	  the Forensic Characteristics of Solid-state
 	  Drives
	

	  Gabriele Bonetti, Marco Viglione, Alessandro Frossi,
	  Federico Maggi, Stefano Zanero (Politecnico di Milano)
	

	  Solid-state drives (SSDs) are gaining popularity and
	  substituting traditional, platter-based hard drives
	  (particularly in portable computers). SSDs are, however,
	  inherently different from traditional drives, as they
	  incorporate data-optimization mechanisms to overcome their
	  limitations (such as a limited number of program-erase
	  cycles, or the need of blanking a block before writing). The
	  most common optimizations are wear leveling, trimming,
	  compression, and garbage collection, which operate
	  transparently to the host OS and, in certain cases, even
	  when the disks are disconnected from a computer (but still
	  powered up). In simple words, SSD controllers are designed
	  to hide these internals completely, rendering them
	  inaccessible if not through direct acquisition of the memory
	  cells.  These optimizations have a significant impact on the
	  forensic analysis of SSDs, and in particular on data
	  reconstruction and file carving. The main cause is that
	  memory cells could be preemptively blanked, whereas a
	  traditional drive sector would need to be explicitly
	  rewritten to physically wipe off the data. Unfortunately,
	  the existing literature on this subject is sparse and the
	  conclusions are seemingly contradictory.  In this paper we
	  propose a generic, practical, test-driven methodology that
	  guides researchers and forensics analysts through a series
	  of steps that assess the ``forensic friendliness'' of a
	  solid-state drive under examination. Our methodology
	  produces a valuable output that helps an analyst to
	  determine whether or not an expensive direct acquisition of
	  the memory cells is worth the effort, because the extreme
	  optimizations may have rendered the data unreadable or
	  useless. We apply our proposed methodology to three SSDs
	  produced by top vendors (Samsung, Corsair, and Crucial), and
	  provide a detailed description of how each step should be
	  conducted.
	

	
	  Implementation and Implications of a Stealth
	  Hard-Drive Backdoor
	

	  Jonas Zaddach (EURECOM); Anil Kurmus (IBM); Davide
	  Balzarotti (EURECOM); Erik-Oliver Blass (Northeastern
	  University); Aurélien Francillon (EURECOM); Travis
	  Goodspeed; Moitrayee Gupta (University of California, San
	  Diego); Ioannis Koltsidas (IBM)
	

	  Modern workstations and servers implicitly trust hard disks
	  to act as well-behaved block devices. This paper analyzes
	  the catastrophic loss of security that occurs when hard
	  disks are not trustworthy. First, we show that it is
	  possible to compromise the firmware of a commercial
	  off-the-shelf hard drive, by resorting only to public
	  information and reverse engineering. Using such a
	  compromised firmware, we present a stealth rootkit that
	  replaces arbitrary blocks from the disk while they are
	  written, providing a data replacement backdoor. The measured
	  performance overhead of the compromised disk drive is less
	  than 1% compared with a normal, non-malicious disk drive. We
	  then demonstrate that a remote attacker can even establish a
	  communication channel with a compromised disk to infiltrate
	  commands and to exfiltrate data. In our example, this
	  channel is established over the Internet to an unmodified
	  web server that relies on the compromised drive for its
	  storage, passing through the original webserver, database
	  server, database storage engine, filesystem driver, and
	  block device driver. Additional experiments, performed in an
	  emulated disk-drive environment, could automatically extract
	  sensitive data such as /etc/shadow (or a secret key file) in
	  less than a minute. This paper claims that the difficulty of
	  implementing such an attack is not limited to the area of
	  government cyber-warfare; rather, it is well within the
	  reach of moderately funded criminals, botnet herders and
	  academic researchers.
	

	
	  SPIDER: Stealthy Binary Program Instrumentation
	  and Debugging Via Hardware Virtualization
	

	  Zhui Deng, Xiangyu Zhang, Dongyan Xu (Purdue university)
	

	  The ability to trap the execution of a binary program at
	  desired instructions is essential in many security scenarios
	  such as malware analysis and attack provenance. However, an
	  increasing percent of both malicious and legitimate programs
	  are equipped with anti-debugging and anti-instrumentation
	  techniques, which render existing debuggers and
	  instrumentation tools inadequate. In this paper, we present
	  SPIDER, a stealthy program instrumentation framework which
	  enables transparent, efficient and flexible
	  instruction-level trapping based on hardware
	  virtualization. SPIDER uses invisible breakpoint, a novel
	  primitive we develop that inherits the efficiency and
	  flexibility of software breakpoint, and utilizes hardware
	  virtualization to hide its side-effects from the guest. We
	  have implemented a prototype of SPIDER on KVM. Our
	  evaluation shows that SPIDER succeeds in remaining
	  transparent against state-of-the-art anti-debugging and
	  anti-instrumentation techniques; the overhead of invisible
	  breakpoint is comparable with traditional hardware
	  breakpoint. We also demonstrate SPIDER's usage in various
	  security applications.
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      This special training session will be held in DH Holmes C.
    
	Title
	
	    Evaluating Resiliency
	  

	Briefs
	
	    
	
		  Application of CERT-RMM in Assessing the Cybersecurity Capability of the Power Grid, Nader Mehravari (CERT SEI)
		

	
		  CAMEO, Chris Eck (Raytheon)
		




	  





Plenary (17:00-18:00)




    The following plenary session will be held in DH Holmes
    AB. Afterward, following a 15 minute break, the Posters Reception
    with light refreshments will convene in Lafitte AB.
  
Works-in-Progress




      This session, chaired by Raheem Beyah, will be held in DH Holmes B.
    

      The following WIPs have been approved for presentation.
      
	
	    DROIDHOOK: Android MalApp Detection Through
	    Context by Aisha Ali-Gombe, Irfan Ahmed, Golden
	    G. Richard III (University of New Orleans, USA)
	  

	
	    Behavioural Barriers to
	    Trustworthiness by Ian Bryant (Trustworthy
	    Software Initiative)
	  

	
	    Ontology Knowledge Bases of Security
	    Vulnerabilities, Attacks & Defenses by
	    Patrick Kamongi, Mahadevan Gomathisankaran (University of
	    North Texas, USA)
	  

	
	    PRIUS: Privacy Against Unlawful
	    Surveillance by Srujan D. Kotikela (University
	    of North Texas, USA)
	  

	
	    An Integrated Approach for SMS Based Secure
	    Mobile Banking in India by Neetesh Saxena,
	    Narendra S. Chaudhari (Indian Institute of Technology
	    Indore, India)
	  

	
	    Enforcing Security within an Agile based Cloud
	    System Architecture using a Regression test selection
	    approach by Sean Thorpe, Arnett Campbell
	    (University of Technology, Jamaica)
	  

	
	    Evaluation of Security Risks Using Mission
	    Threads by Carol Woody (Software Engineering
	    Institute, USA)
	  

	
	    It’s all about DATA: Big, Small, and
	    BYOx by Cristina Serban (AT&T Security
	    Research Center)
	  




    


Poster Reception (18:15-21:00)




	This poster session with light refreshments, chaired by Raheem
	Beyah, will be held in Lafitte AB.  The following
	posters will be presented:
	
	
	      Cyber Security Training
	      Perspectives by Joni A. Amorim (University of
	      Skövde - HiS, Sweden), Maurice Hendrix (Coventry
	      University, UK), Sten F. Andler (University of Skövde -
	      HiS, Sweden), James Llinas (State Univ. of NY at
	      Buffalo, USA), Per M. Gustavsson (Swedish
	      Nat. Def. College, Sweden), Martin Brodin (Actea
	      Consulting, Sweden)
	    

	
	      Pinning & Binning: Real Time
	      Classification of Certificates by Zheng Dong,
	      Apu Kapadia, L. Jean Camp (Indiana University, USA)
	    

	
	      Obfuscation of Critical Infrastructure Network
	      Traffic using Fake Communication by Sungho
	      Jeon, Jeong-Han Yun, and Woo-Nyon Kim (The Attached
	      Institute of ETRI, Daejeon, South Korea)
	    

	
	      Dynamic Security Policy Control for Protecting
	      LAN from Attacks by Insecure Internal Network
	      Devices by Yutaka Juba, Hung-Hsuan Huang,
	      Kyoji Kawagoe (Ritsumeikan University, Japan)
	    

	
	      HInjector: Injecting Hypercall Attacks for
	      Evaluating VMI-based Intrusion Detection
	      Systems by Aleksandar Milenkoski (Karlsruhe
	      Institute of Technology, Germany), Bryan D. Payne
	      (Nebula Inc., USA), Nuno Antunes, Marco Vieira
	      (University of Coimbra, Portugal), and Samuel Kounev
	      (Karlsruhe Institute of Technology, Germany)
	    

	
	      Structural Mining for Malware
	      Detection by Masoud Narouei, Mansour Ahmadi,
	      Ashkan Sami, Marco Vieira, and Babak Yadegari (Shiraz
	      University, Iran)
	    

	
	      VAS-AKA: First Symmetric Batch Verification
	      Protocol for Securely Deliver Value Added Services to
	      Multiple Mobile Users by Neetesh Saxena,
	      Narendra S. Chaudhari (Indian Institute of Technology
	      Indore, India)
	    

	
	      Cloud Storage System which Prevents
	      Information Leakage from Client by Kuniyasu
	      Suzaki, Toshiki Yagi, Kazukuni Kobara (National
	      Institute of Advanced Industrial Science and
	      Technology), Nobuko Inoue, Tomoyuki Kawade (SciencePark
	      Corporation)
	    

	
	      HookLocator: Function Pointer Integrity
	      Checking in Kernel Pools via Virtual Machine
	      Introspection by Irfan Ahmed and Aleksandar
	      Zoranic (University of New Orleans, USA)
	    




      

Friday Technical Program




    Please join us in the Foyer for a one-hour Breakfast
    at 07:30.  We will also offer a half-hour break at
    10:00 in the Foyer.
  
Multi-track (08:30-10:00)




    The following is a three-track session.  Afterward, there will be
    a half-hour break in the Foyer.
  
Special Training: System Security Engineering 2




      This session will be held in Scribe.
    
	Title
	
	    Toward the Application of Security Controls in a Systems
	    Engineering Environment
	  

	Instructor
	
	    Michael McEvilley (MITRE Corporation)
	  

	Abstract
	
	    The use of security controls to express protection
	    capability as part of organizational security risk
	    management is becoming more widely adopted. The
	    application of security controls typically follows the
	    guidance outlined in SP800-53 and SP800-37. In parallel,
	    there are increasing efforts to integrate systems security
	    engineering into Systems Engineering (SE), to include the
	    development of SP800-160 Systems Security Engineering
	    (SSE). The integration of SSE into SE is based on SE
	    processes defined in IEEE Std 15288. A recurring issue
	    raised in the development of SP800-160 is the relationship
	    between security controls and security requirements - Are
	    they the same? Are they different, Can they be used
	    interchangeably? - and neither the NIST Special
	    Publications nor IEEE Std 15288 speaks to this issue. This
	    presentation will offer an approach for the application of
	    security controls specifically in a systems engineering
	    environment. The presentation will describe the separate
	    activities to develop security control sets and to develop
	    engineering requirements, and will discuss the
	    interactions and traceability opportunities between
	    engineering requirements and security controls that offer
	    cost-savings in verification, validation, and in the
	    assessment of security controls. 
	  




Mobile Systems Security 2




      This session of peer-reviewed papers, chaired by Hassan Takabi,
      will be held in Orleans B.
    
	
 	  DR BACA: Dynamic Role Based Access Control for
 	  Android
	

	  Felix Rohrer, Yuting Zhang, Lou Chitkushev, Tanya Zlateva
	  (Boston University)
	

	  Android as an open platform dominates the booming mobile
	  market. However its permission mechanism is inflexible and
	  often results in over-privileged applications. This in turn
	  creates severe security issues. Aiming to support the
	  Principle of Least Privilege, we propose and implement a
	  Dynamic Role Based Access Control for Android (DR BACA)
	  model to enhance Android security, particularly in corporate
	  environment. Our system offers multi-user management on
	  Android mobile devices comparable to traditional
	  workstations, and provides fine-grained Role Based Access
	  Control (RBAC) to enhance Android security at both the
	  application and permission level. Moreover, by leveraging
	  context-aware capabilities of mobile devices and Near Field
	  communication (NFC) technology, our solution supports
	  dynamic RBAC to provide more flexible access control while
	  still being able to mitigate some of the most serious
	  security risks on mobile devices. The DR BACA system can
	  easily be managed, even in large business environments with
	  many mobile devices. We show that our DR BACA system can be
	  deployed and used with ease. With a proper security policy,
	  our evaluation shows that DR BACA can effectively mitigate
	  the security risks posed by both malicious and vulnerable
	  non-malicious applications while incurring only a small
	  overall system overhead.
	

	
	  Control-Flow Restrictor: Compiler-based CFI for
	  iOS 
	

	  Jannik Pewny, Thorsten Holz (Ruhr-University Bochum)
	

	  Runtime attacks that exploit software vulnerabilities are
	  still an important concern nowadays. Even smartphone
	  operating systems such as Apple's iOS are affected by such
	  attacks since the system is implemented in Objective-C, a
	  program- ming language that enables attacks such as buffer
	  overflows. As a generic protection technique against a whole
	  class of attacks, control-flow integrity (CFI) offers some
	  interesting properties. Recent work demonstrated that CFI
	  can be implemented on iOS by patching the binary during the
	  loading process and adding an instrumentation layer that
	  enforces CFI. However, this approach is of little practical
	  value since it requires a jailbroken device, which hinders
	  wide employment. Furthermore, binary patching has a certain
	  performance impact.  In this paper, we show how CFI can be
	  implemented directly within a compiler, making the approach
	  widely deployable on all kinds of iOS devices. We extend the
	  LLVM compiler and add our CFI enforcement approach during
	  the compilation phase of a given app. An empirical
	  evaluation shows that the size and performance overhead is
	  reasonable.
	

	
	  FireDroid: Hardening Security in Almost-Stock
	  Android 
	

	  Giovanni Russello, Arturo Blas Jimenez, Habib Naderi, Wannes
	  van der Mark (The University of Auckland)
	

	  Malware poses a serious threat to Android
	  smartphones. Current security mechanisms offer poor
	  protection and are often too inflexible to quickly mitigate
	  new exploits. In this paper we present FireDroid, a
	  policy-based framework for enforcing security policies by
	  interleaving process system calls. The main advantage of
	  FireDroid is that it is completely transparent to the
	  applications as well as to the Android OS. FireDroid
	  enforces security policies without modifying either the
	  Android OS or its applications. FireDroid is able to perform
	  security checks on third-party and pre-installed
	  applications, as well as malicious native code. We have
	  implemented a novel mechanism that is able to attach,
	  identify, monitor and enforce polices for any process
	  spawned by the Android's mother process Zygote. We have
	  tested the effectiveness of FireDroid against real
	  malware. Moreover, we show how FireDroid can be used as a
	  swift solution for blocking OS and application
	  vulnerabilities before patches are available. Finally, we
	  provide an experimental evaluation of our approach showing
	  that it has only a limited overhead. Given these facts,
	  FireDroid represents a practical solution for strengthening
	  security on Android smartphones.
	




Special Training: Risk Management Framework




      This session will be held in DH Holmes C.
    
	Title
	
	    NIST Risk Management Framework
	  

	Instructor
	
	    Dr. Ron Ross (NIST)
	  

	Abstract
	
	    NIST in partnership with the Department of Defense (DoD),
	    the Office of the Director of National Intelligence
	    (ODNI), and the Committee on National Security Systems
	    (CNSS), has developed a common information security
	    framework for the federal government and its
	    contractors. The intent of this common framework is to
	    improve information security, strengthen risk management
	    processes, and encourage reciprocity among federal
	    agencies. Developed by the Joint Task Force Transformation
	    Initiative Working Group, it transforms the traditional
	    Certification and Accreditation (C&A) process into the
	    six-step Risk Management Framework (RMF). The revised
	    process emphasizes: (i) building information security
	    capabilities into federal information systems through the
	    application of state-of-the-practice management,
	    operational, and technical security controls; (ii)
	    maintaining awareness of the security state of information
	    systems on an ongoing basis though enhanced monitoring
	    processes; and (iii) providing essential information to
	    senior leaders to facilitate decisions regarding the
	    acceptance of risk to organizational operations and
	    assets, individuals, other organizations, and the Nation
	    arising from the operation and use of information
	    systems. This session provides an overview of the RMF.
	  






Multi-track (10:30-12:00)




    The following is a three-track session.  The Closing plenary session
    will commence immediately following in Orleans AB.
  
Cyber Resiliency Panel




      This session will be held in Orleans A.
    
	Title
	
	    Future of Resilience
	  

	Moderator
	
	    Tom Longstaff (NSA)
	  

	Panelists
		Kevin Bingham (NSA)
	Rich Carelli (USCERT)
	Scott Tousley (DHS)


	Abstract
	
	    Resiliency is a new approach to enhance computer network
	    defense (CND) to defend against cyber adversaries and
	    other disruptions through the use of incremental responses
	    to anticipate issues before they affect
	    operations. Resiliency aims to advanced response options
	    beyond the detect-block-restore loop that has become
	    synonymous with intrusion response.
	  

	    While traditional CND approaches have focused on proactive
	    defenses (e.g., patching, configuration hardening) and
	    detecting signatures of "known bad" indicators (e.g.,
	    malware, IDS), resiliency offers a balanced approach
	    between proactive and reactive defense. Instead of relying
	    on hit-or-miss signature detection and waiting for
	    absolute confidence of an intrusion alone, resiliency
	    includes a wide variety of incremental response options to
	    fight through disruptions as they occur. Resiliency
	    enables responses throughout the lifecycle of a
	    disruption, such responses aim to continue operations by
	    minimizing impact and constraining disruptions, while
	    providing additional time to diagnose and mitigate the
	    problem. 
	  

	    Striking the appropriate balance between proactive
	    resilient design and reactive resilient techniques is a
	    key area of focus for this panel on the future of
	    resilience. Historically, we have relied on a strong
	    proactive defensive program for resilience that included
	    planned responses such as automated recovery for
	    attacks. These proactive defenses can be extensively
	    tested and rigorously assured to perform as expected in
	    known situations. A riskier and more controversial
	    approach is to rely on adaptive systems that change their
	    defensive functionality in anticipation of adversarial
	    evolution. Techniques such as moving target defense and
	    self-adaptive systems rely on these flexible systems. Even
	    systems that are prepared to incorporate patches in near
	    real time are examples of dynamic resilience. While
	    proactive techniques can be heavily tested ahead of
	    deployment, many of these dynamic techniques must rely on
	    the monitoring of the system once the modifications are
	    deployed.
	  

	    This panel will take extreme positions of static versus
	    dynamic resilience to provide a point/counterpoint to the
	    future of resilience. . Speakers will discuss the outcomes
	    of the June 2013 Cyber Resiliency Workshop hosted by MITRE
	    (McLean, VA). Discussion will focus on motivating examples
	    and insights into the resilient response space. Each
	    speaker will present their views on the future of
	    resiliency and exciting response
	    possibilities. Presentations will highlight resiliency
	    within the context of various environments, including
	    kinetic warfare, mobile workforce, network-enabled
	    transportation, and nation-state scale CND. 
	  




Web and Cloud Security




      This session of peer-reviewed papers, chaired by Amir
      Houmansadr, will be held in Orleans B. 
    
	
 	  SilverLine: Preventing Data Leaks from
	  Compromised Web Applications 
	

	  Yogesh Mundada (Georgia Tech); Anirudh Ramachandran
	  (Nouvou); Nick Feamster (Georgia Tech)
	

	  Web applications are vulnerable to server-side data leaks,
	  and securing sensitive data from Web applications without
	  impos- ing unreasonable performance overheads or rewriting
	  existing applications is challenging. We present the design
	  and implementation of SilverLine, a system that prevents
	  data leaks from compromised Web applications. SilverLine
	  associates a user to each Web session and taints to each
	  file and database record; it then applies information-flow
	  tracking to the data associated with each session to ensure
	  that application data is released only to sessions of
	  authorized users. We have implemented Silver- Line on Linux;
	  our implementation demonstrates that SilverLine can protect
	  a PHP-based Web application from many of the most common
	  server-side Web application attacks, with only minor
	  modifications and reasonable performance cost. 
	

	
	  Validating Web Content with Senser
	

	  Jordan Wilberding, Andrew Yates, Micah Sherr, Wenchao Zhou
	  (Georgetown University) 
	

	  This paper introduces Senser, a system for validating
	  retrieved web content. Senser does not rely on a PKI and
	  operates even when SSL/TLS is not supported by the web
	  server. Senser operates as a network of proxies located at
	  different vantage points on the Internet. Clients query a
	  random subset of Senser proxies for compact descriptions of
	  a desired web page, and apply consensus and matching
	  algorithms to the returned results to locally render a
	  "majority" web page. To ensure diverse selections of proxies
	  (and consequently decrease an adversary’s ability to
	  manipulate a majority of the proxies’ requests), Senser
	  leverages Internet mapping systems that accurately predict
	  AS-level paths between available proxies and the desired web
	  page. We demonstrate using a deployment of Senser on Amazon
	  EC2 that Senser detects and mitigates attempts to manipulate
	  web content — even by large collections of autonomous
	  systems — while incurring reasonable performance overheads.
	

	
	  Auto-FBI: A User-friendly Approach for Secure
	  Access to Sensitive Content on the Web 
	

	  Mohsen Zohrevandi, Rida A. Bazzi (Arizona State University)
	

	  We propose a novel and simple approach for securing access
	  to sensitive content on the web. The approach automates the
	  best manual compartmentalization practices for accessing
	  different kinds of content with different browser
	  instances. The automation is transparent to the user and
	  does not require any modification of how non-sensitive
	  content is accessed. For sensitive content, a Fresh Browser
	  Instance (FBI) is automatically created to access the
	  content. Our prototype system \texttt{Auto-FBI} can provide
	  support for novice users with predefined sensitive content
	  sites as well as to more experienced users who can define
	  conflict of interest (COI) classes which allows content from
	  sites in the same user-defined class to coexist in a browser
	  instance. Our initial performance evaluation of our
	  prototype shows that the overhead introduced by the approach
	  is acceptable (less than 160 ms for sites that already have
	  fast load time, but for slow sites the overhead can be as
	  high as 750 ms).
	




Special Training: Security and Privacy Controls




      This session will be held in DH Holmes C.
    
	Title
	
	    Security and Privacy Controls for Federal Information
	    Systems and Organizations, NIST SP 800-53 Revision 4
	  

	Instructor
	
	    Dr. Ron Ross (NIST)
	  

	Description
	
	    An overview of the most significant changes included in
	    Revision 4 including new security controls and control
	    enhancements, clarification of security control
	    requirements and specification language, new tailoring
	    guidance including the introduction of overlays,
	    additional supplemental guidance for security controls and
	    enhancements, new privacy controls and implementation
	    guidance, updated security control baselines, new summary
	    tables for security controls to facilitate ease-of-use,
	    and revised trustworthiness requirements and designated
	    assurance controls.
	  





Closing (12:00-12:30)




    This plenary session will be held in Orleans AB.
  

Optional Social Event (14:00-17:00)



World War II Museum Tour




      The WWII Museum 20 minutes stroll from the Hyatt French Quarter
      Hotel. Along the way you can stop for lunch at the myriad venues
      available in the French Quarter or on route. Suggested
      alternative transportation in either direction is the
      St. Charles Avenue streetcar which loads on the corner of Canal
      and Carondelet across the street from Hyatt French Quarter. You
      would exit the streetcar on Lee Circle right behind the
      Museum. The estimated travel time is 8 minutes by
      streetcar. Return from the museum is at your
      discretion. Pre-purchased tickets may be picked up at the ACSAC
      registration desk.
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