Internet Security Visualization Case Study:
I nstrumenting a Network for NetFlow Security Visualization Tools

William Yurcik and Yifan Li
National Center for Supercomputing Applications (NCSA)
University of Illinois at Urbana-Champaign
605 E. Springfield Avenue
Champaign, IL 61820
{byurcik, yifan} @ncsa.uiuc.edu

Abstract

With the development of the Internet and organizational
intranets, it has become an increasingly critical and diffi-
cult task to monitor large and complex networks - indis-
pensable to security risk management and network perfor-
mance analysis. Monitoring for security situational aware-
ness with visualization has been shown to be an effective
and efficient approach. However, the quality of source data
for visualization tools directly determines resulting perfor-
mance. In the security monitoring visualization tools de-
veloped at NCSA, diverse log files are employed, the most
important ones being Cisco NetFlows and Argus NetFlows.
Due to their uniform record format and distinctive level of
abstraction over raw packets, NetFlows are increasingly
used by security engineers to infer security events.

In spite of the wide usage of NetFlows, there has only
been limited work on the data management issues of us-
ing NetFlows as a unique data source. Although several
popular tools have been developed for processing Cisco
NetFlows, only NCSA and the University of Chicago have
developed processing tools for Argus NetFlows. In addi-
tion, several prominent differences exist between Cisco Net-
Flows and Argus NetFlows. Lastly, with increasingly higher
line rates, sampling appears to be the trend for minimizing
router overhead and data overload. Sampling mechanisms
employed by Cisco and sFlow are introduced, along with
discussion of their possible effect on security analysis. This
work is expected to provide practical insight into data man-
agement issues inherent with the use of NetFlows source
data for security and network performance monitoring.
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1 Introduction

High-speed network infrastructures pose new challenges
to security engineers. It becomes non-trivial to monitor
large and complex networks. Visualization is proven to be
an effective approach to obtain situational awareness in a
real time fashion. However, the quality of the data provided
to the visualization tools plays a key role in determining
the performance of the tools. A correct and exhaustive data
source will lead to proper decisions and prompt responses,
while poor quality data may result in misleading graphical
representations.

Two visualization tools have been developed at NCSA,
a host-based system: NVisionIP [2] , and a network-based
system: VisFlowConnect [22] 2. We take advantage of di-
verse data logs, the most important one of which is the log
of NetFlows. Currently two types of NetFlows are com-
monly employed: Cisco NetFlows and Argus NetFlows.

A network flow is an abstraction of a sequence of pack-
ets between two end points, which are identified by IP ad-
dresses and transport layer port numbers as well as infor-
mation like protocol type, timestamps, and the amount of
traffic, etc. Being a comprehensive and contextual data
source, NetFlows strike an appropriate balance between a
low volume, coarse-grained data source (e.g., SNMP [17])
and a high volume, fine-grained data source (e.g., packet
level data). Due to their distinctive level of abstraction and
uniform record format, NetFlows are increasingly used to
identify and investigate interesting security events.

Given the wide usage of NetFlows, it is surprising that
only limited work has been completed in processing and
analysis of NetFlows. As opposed to a few existing tools

1The software can be downloaded from http://security.ncsa.uiuc.edu
[distribution/NVisionl PDownL oad.html.

2The software can be downloaded from http://security.ncsa.uiuc.edu
[distribution/VisFlowConnectDownL oad.html



for reporting, aggregation, filtering, and visualizing Cisco
NetFlows [11] [9] [10] [4], there are no similar tools for Ar-
gus flows other than the client programs associated with the
Argus system. To the best of our knowledge, no previous
work has analytically compared these different sources of
NetFlows.

In this paper, we introduce the deployment of Cisco and
Argus NetFlow collectors at NCSA. To unify the various
formats of NetFlows, we convert them into a pre-defined
internal NCSA format, which is inherently a data stream of
fixed length records. Each record consists of some com-
mon and vital attributes (e.g., IP addresses) extracted from
multiple versions of NetFlows. At NCSA, both the internal
Cisco NetFlows and the external Argus NetFlows are pro-
cessed into logs using a general format read by visualiza-
tion tools. Systematic and record-level comparison between
Cisco and Argus NetFlows are performed, aiming to reveal
insight on the nature of NetFlow data management and pro-
cessing. Some of their prominent differences are pointed
out. The work is expected to enhance the use of NetFlows
for security and network performance analysis.

Due to the advance in networking technologies, the
speed to process NetFlows becomes a bottleneck, as it is
non-trivial to keep up with the increasing wire rates. Sam-
pling seems to be a natural solution, which is gaining more
support in latest routers and switches. Two representative
models are described: Cisco Sampling [14] and sFlow tech-
nology [20]. The impact that sampling brings to security
analysis is also discussed.

The remainder of the paper is organized as follows. We
brief the concept of network flow and introduce the Cisco
and Argus NetFlows in Section 2. The network architec-
ture and flow collector deployment are introduced in Sec-
tion 3. Section 4 provides Cisco and Argus NetFlows com-
parisons. We present description about sampling technol-
ogy in Section 5. Section 6 gives background on previous
related work. Finally, we conclude the paper in Section 7.

2 NetFlows

A network flow is defined as a sequence of packets that
are transferred between given two endpoints within a certain
time interval. The endpoints are identified by IP addresses
as well as transport layer port numbers. NetFlows represent
a data source at a granularity level that is scalable for net-
work management and security analysis. Table 1 compares
NetFlows as a data source with lower level packet traces and
higher level load utilization data. NetFlows find broad ap-
plications including network monitoring, network planning
and analysis, accounting/billing, application/user monitor-
ing and profiling, and NetFlow data warehousing and min-

ing.

2.1 Cisco NetFlows

As defined in [7], a Cisco NetFlow is defined as an unidi-
rectional NetFlow that is identified by the following unique
keys: source IP address, destination IP address, source port,
destination port, protocol type, TOS (type of service), etc.
As described in [5], Cisco NetFlows are generated through
intelligent flow cache management, which contains a set
of sophisticated algorithms. The algorithms determine if
a packet should be included in an existing flow or should
generate a new flow cache entry, perform flow updates, and
handle flow aging and expiration. A flow expires and is re-
moved from the cache if one of the following holds:

1. The flow has been idle for a given time interval (default
value is 15 seconds).

2. The flow has been alive for a given time interval (de-
fault value is 30 minutes). Basically, the long lived
flow is cut into several flows of 30 minutes each, if the
default value is assumed.

3. When the cache is full, the oldest flow is selected as the
one to be expired. The replacement policy and aging
mechanism consist of a number of heuristics.

4. The TCP connections meet the FIN/RST flags.

The above process is depicted in Figure 1. The ex-
pired flows are clustered together to form NetFlow Ex-
port UDP datagrams that are transferred from the NetFlow-
enabled devices to flow collectors (e.g., dedicated work-
stations). The NetFlow Export datagrams contain approx-
imately 1500 bytes, which amount to about 20—50 flow
records. With heavier network traffic, the datagrams are
sent more frequently. The NetFlow collectors provide
fast, scalable, and efficient data collection from multiple
NetFlow-enabled devices. Primarily, a NetFlow collec-
tor consumes the multiple-source flow datagrams, performs
data reduction through filtering and aggregation, and stores
flow information in flat files that are ready for further pro-
cessing (e.g., visualization, analysis, etc.). The architecture
of Cisco Flow generation is shown in Figure 2 [6]. Net-
Flows can also be imported from the following network
management platforms: Cflowd, NetScout Ngenius, Net-
work Associates Sniffer, Agilent NetMetrix or manually
created and imported from text files or spreadsheets.

2.2 Argus NetFlows

Argus is a real time flow monitor that is able to track
and report network transactions it detects through a network
interface [1]. In contrast to Cisco NetFlows, Argus views
each network flow as a bidirectional sequence of packets
that typically contain two sub-flows, one in each direction.



Data source

Description

Advantage

Disadvantage

Packet

lowest level of granular-
ity; all raw packets with all
fields

most detailed data and
statistics; especially good
for protocol analysis; eas-
iest data to obtain

unscalable for capturing
large volume of traffic;
needs to be decoded for
context of protocol interac-
tion; includes all signaling
with some that may be ig-
nored for network manage-
ment or security analysis

NetFlows

source / destination pairs
with IP / port / protocol /
timestamps; may / may not
contain data field

scalable for capturing all
traffic; available from mul-
tiple sources; uniform for-
mat for processing

may not contain needed
protocol / data fields; con-
nection context must be in-
ferred

Load

aggregate utilization lev-
els; can be broken down to
show protocol / port / IP
mix by percentage or nom-
inal values

highlights high volume
events such as DoS attacks,
peer to peer traffic, and
abnormal traffic patterns;
best for traffic engineer-
ing capacity planning;
available from routers or
sniffers

no detail about protocol in-
teraction nor source / des-
tination traffic; especially
direction egress / ingress;
low volume events ob-
scured; levels change dy-
namically in time

Table 1. Comparisons of different level data sources

Create and update flows in NetFlow Cache

Srelf | SrelPadd Dstif DstiPadd  Protocol TOS Flgs Pkts  SrcPort SrcMsk SrcAS DstPort DstMsk DstAS NextHop  Bytes/PktActive Idle
FalD 173100212 Fa00 10022712 11 80 10 11000 DO&2 24 5 oA 24 15 100232 1528 1745 4
Fa1f 17310032 FalD 10022712 6 40 0 2491 15 2B 196 |15 24 15 100232 740 415 1
Falf 1173100202 Fald 10022712 11 80 (10 10000 004 24 180 00A1 124 15 100232 1428 11455 3
FalD 17310062 Fal0 100227126 40 0 2210 19 A0 180 19 24 15 100232 1040 245 14
[ ]
+ Inactive timer expired (15 sec is default)
EXpiI’ﬂtiOﬂ + Active timer expired (30 min (1800 sec) is default)

«NetFlow cache is full (oldest flows are expired)

+ RST or FIN TCP Flag
ISrcif | SrclPadd Dstif | DstiPadd Protocol TOS Flgs Pkts  SrcPort SrcMsk SrcAS DstPort Dstiisk DstAS NextHop Bytes Pkt Active Idle
iFalfl 173.100.21.2 Falim 10.0.2327.12 |11 80 10 (11000 00A2 24 5 00Az 024 14 110.0.23.2 /1528 1800 4

Figure 1. The Cisco flow cache expiration (adapted from [6]).




Core Network

-
Collector -
(Solaris, HP-UX, or Linux) Application GUI

Figure 2. The Cisco NetFlow architecture.

Similar to Cisco flows, each flow record has attributes such
as source IP, source port, destination IP, destination port,
protocol type, and so on. Note that the source and desti-
nation are swappable here since a network flow is bidirec-
tional. This presents a potential problem since the direction
of flows can be difficult to determine (client vs server, flow
initiator, etc.). Basically, an Argus flow is a set of packets
that share a common set of attributes, including addresses,
protocol, TTL, session IDs, etc. According to [15], a new
flow is created when a packet is to be counted that does not
match the attributes of an existing flow. Argus records time
when a new flow is created, and at that time some flow at-
tributes (IP addresses, ports, protocols, etc.) are determined.
A LastTime value is associated with each flow that indicates
the time when Argus saw the last packet of the flow.

3 NetFlowsat NCSA

In this section, we introduce the NetFlow collection de-
ployment at NCSA and some general principles to deal with
fast flows.

3.1 Cisco/Argus deployment

The architecture of Cisco/Argus NetFlows at NCSA is
shown in Figure 3.

NetFlow Export [5] UDP datagrams generated by routers
are delivered to Cisco flow collectors. (There are in fact
multiple flow collectors installed at NCSA, only one of
which is shown in Figure 3.) Since different versions of
Cisco NetFlow Export are installed in the routing equip-
ments of diverse types/models, there are several different
datagram formats. For the sake of easy access control and
data manipulation, the multiple datagram formats are uni-
fied into our unique uniform NCSA format which consists
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Figure 3. The Cisco/Argus deployment at
NCSA.

of fixed size records. Each record contains the principle in-
formation about a net flow, including IP addresses, ports,
traffic amount, and type of service, etc. Modules have been
built to read the NCSA format data stream and provide the
source to the visualization tools (NVisionIP and VisFlow-
Connect) at NCSA [2, 22].

As a real time flow monitor, Argus generates an audit
log of all network activity that it observes via a live inter-
face. Thus, it can be configured to monitor both individual
end-systems and a whole enterprise network. The traffic be-
tween the network outside NCSA and that inside NCSA is
of most interest to us, compared to the internal traffic that
is created by the communication among the hosts at NCSA.
Thus, we tap the link between the border router and Internet,
capturing all the traffic to our interest. (The different place-
ments of an Argus collector are illustrated in Figure 4.) The
Argus NetFlows are then produced and stored in an Argus
collector, from which the flows are read and processed to
be fed into the visualization tools. According to the infras-
tructure at NCSA, it is worth pointing out that the amount
of Cisco NetFlows is typically larger that that of Argus Net-
Flows, since the former are composed of the traffic within
NCSA, which tends to be ignored by Argus because it does
not necessarily go to the border router, as well as the traffic
going out/ coming into NCSA, which is also seen by Argus.

Furthermore, we also convert the uniform NCSA format
NetFlows and Argus NetFlows into the OSU internal format
to make use of the existing analysis tools developed in OSU
(to be discussed in the related work Section 6).
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Figure 4. The different ways to locate Argus
flow collector.

3.2 Handling fast flows

With the development of network infrastructure, high
bandwidth network channels allow gigabyte or even ter-
abyte transmission rates. This has posed great challenges
to network flow collectors, whose performance heavily de-
pends on the availability of free CPU cycles. Typically,
there are three ways to collect network flow logs. Figure 5
shows the naive method of creating logs over long time in-
tervals, which may risk losing flow records upon high trans-
mission rates from overflow or blocking. An alternative is
depicted in Figure 6, where some small log files over short
time intervals are stored before getting merged into a big
file. Itis in principle a serial process, which shares the same
problem as the previous approach. In order to avoid missing
NetFlow records that result from the possible gap between
very fast traffic transmission speed and the limited free CPU
resource, we employ the following schema to distribute the
net flow capture and network log generation, as shown in
Figure 7. This parallel approach of processing NetFlows
in a distributed manner effectively relieves the load of each
flow collector so that it will not be over subscribed. The
drawback is that multiple flow collectors may be required
under this schema.

traffic log

Figure 5. High bandwidth stream directed into
a log.

High bandwidth traffic makes it difficult to perform the

traffic log

)-1n001-

Figure 6. High bandwidth stream captured
into small time period logs and combined into
a unified log.

_ traffic - log
— log

Figure 7. Distributed schema to provide scal-
ability for high bandwidth monitoring.

flow analysis in a real time fashion. At NCSA, we process
logs in a batch mode such that multiple data bucket of a
given time interval are stored in a central depository for fu-
ture investigation, as presented in Figure 8. Currently we
set the size of each bucket to be 5 minutes and 24 hours for
Cisco and Argus NetFlows respectively.

traffie data bucket

) —aases

Figure 8. High bandwidth traffic is analyzed
in a batch model.

4 Comparison between Cisco and Argus Net-
Flows

Due to the different definitions of a NetFlow and differ-
ent mechanisms to generate NetFlows, the flows recorded
by Cisco and Argus typically are not identical, even if they
are used to audit the same network activity, although the
flows take on some similar features. Examples of ascii
outputs of Cisco and Argus NetFlows are shown in Fig-
ure 9 and Figure 10 respectively, the IP addresses have been



20040112235030, 20040112235030,14.34.109.168,22585,13.142.104.36,161,105,1,17,0
20040112235030,20040112235030,34.12.105.164,3648,61.34.2.2,53,197,3,17,0
20040112235030,20040112235030,21.12.104.36,161,45.67.109,168,2295,108,1,17,0
20040112235030, 20040112235030, 53.42.109.163,3513,165.1.59.116, 3107, 432, 5,6,0
20040112235028,20040112235030,66.28.250.122,80,14.87.105.29,1845,551,6,6,0
20040112235030,20040112235030,89.142.109.168,22585,24.35.104.78,161,105,1,17,0
20040112235030,20040112235030,12.34.2.2,53,35.34.105.164,3648,373,3,17,0
20040112235032,20040112235032,165.1.59.116,3107,84.5%2.109.163,3514, 262 ,4,6,0
20040112235030,20040112235030,165.1.59.116,3107,131.132.109.163,3513,262,4,6,0
20040112235028,20040112235030,15.143.105.29,1849,66.28.250.122,80,707,8,6,0

Figure 9. NCSA Cisco NetFlow ASCII output: start_time, end_time, src_ip, src_port, dst_ip, dst_port,
num_of_bytes, num_of_packets, etc.

/14 Jan 04 17:39:02 14 Jan 04 17:40:02 tep 53.32.2.89.63815 7> 210.0.197.195.49971 590 0 854320 0 E

14 Jan 04 17:38:03 14 Jan 04 17:40:03 udp 140.21.34.10.32838 ->» 23.2.171.212.58830 2874 0 2648313 0 INT
14 Jan 04 17:39:03 14 Jan 04 17:40:03 tep 21.165.135.247.1996 > 13.12.66.41.80 o 898 o 481328 E

14 Jan 04 17:39:04 14 Jan 04 17:40:01 tep 135.122.48.5.22 P 13.126.120.137.1021 24 o 24368 0 E
14 Jan 04 17:39:05 14 Jan 04 17:40:05 tep 212.29.56.146.873 > 131.35.6.40.33175 2997 4] 4081904 0 E

14 Jan 04 17:39:05 14 Jan 04 17:40:03 udp 128.55.16.111.10003 -> 233.4.200.21.10003 20 o 11360 ] INT
14 Jan 04 17:39:06 14 Jan 04 17:40:04 tcp 12.17.124.71.47561 7> 134.43.30.135.3128 22 0 13566 0 E

114 Jan 04 17:39:06 14 Jan 04 17:40:08 udp 13.12.30.135.4827 - 128.182.72.100.4827 22 o 11968 a INT
14 Jan 04 17:39:07 14 Jan 04 17:40:08 udp 140.221.34.1.32842 > 233.2.171.212.59830 180 (0] 97219 0 INT

Figure 10. Argus NetFlow ASCII ouput: start_time, end_time, protocol, src_ip, src_port, flow direction,
dst_ip, dst_port, num_of_packets, num_of_bytes, flag, etc.

Cisco NetFlows Argus NetFlows
flow direction uni-direction bi-direction
generation mechanism group/aggregation of ex- | group of packets of similar

pired NetFlow cache en- | attributes
tries

generation location routers any machine

maximum time length for each record || 30 minutes (default) 1 minute (default)
software distribution manner commercial open source
similarities both defines flow as a set of similar packets between

two endpoints that are identified by IP addresses, port
numbers, and protocol types, etc.

Table 2. Comparisons between Cisco NetFlows and Argus NetFlows



anonymized. The comparison of the flow characteristics of
Cisco and Argus is summarized in Table 2.

It is the differences between Cisco and Argus NetFlows
that make them a complementary data source for each other.
An additional source of data will be valuable when the other
flow collector is missing some data records for some rea-
son (this actually occurred before at NCSA). Furthermore,
when attacks take place, investigating the relevant flows
from different perspectives provides deeper insight of the
incidents. Finally, some of their distinctive functions in
Cisco and Argus systems are of great help in intrusion de-
tection. For example, Argus can be configured to capture
a given number of bytes from the application data flow as
well as the header information, which may enable experts
to recover some username/password information about the
intruders [12]. On the other hand, since Cisco NetFlows are
generated at routers, it is convenient to collect the complete
network flows for a given enterprise network, which would
incur extra cost otherwise (e.g., it may be required to get
Argus installed at most or all hosts for the same purpose).

Due to the existence of multiple types of incompati-
ble NetFlows, which impedes the sharing of logs among
research and industry communities, we have built a con-
verter that supports most commonly used NetFlows, in-
cluding Cisco NetFlows and Argus NetFlows. For more
information about our tool, interested readers are re-
ferred to <http://security.ncsa.uiuc.edu/distribution/Canine
DownLoad.html>.

5 Sampling NetFlows, a future direction?

Consistently increasing network line rates have greatly
challenged the conventional model of touching every
switched packet for NetFlow accounting. Simultaneously,
there is growing desire to collect characteristic statistics on
the traffic for the management and planning of large net-
works. In order to alleviate the performance penalty and to
keep track of the traffic at the same time, sampling tech-
niques come into play. Sampling substantially decreases
the CPU utilization by allowing the majority of the pack-
ets to be switched without additional NetFlow process-
ing. Furthermore, it can be statistically proven that sam-
pled NetFlows are adequate for determining traffic patterns
and for determining usage for billing. Currently, in sup-
port of sampling, the Cisco 12000 series Internet routers
provide a sampled NetFlow option. A growing number of
switch/router vendors deliver products with sFlow [20] sup-
port, a hardware-based network monitoring technology.

5.1 Ciscosampling

In sampling-enabled Cisco routers, packets are sampled
as they arrive, before any NetFlow cache entries forms for

those packets. Namely, only a subset of the packets are
processed via NetFlow cache to generate network flows.
Specifically, only one out of n (n is a user-defined parame-
ter) packets is selected. As claimed in [14], statistical traf-
fic sampling significantly reduces the consumption of router
resources while providing valuable NetFlow data.

In general, there are two mechanisms currently ex-
ploited. Sampled NetFLow [18] employ the deterministic
sampling, which selects every n-th packet for NetFlow pro-
cessing. For example, assume n is 100, then the 1st, 101st,
201st, etc. packets will be picked out for processing. In
contrast, Random Sampled NetFlow [14] takes advantage of
random sampling, where one packet is selected uniformly
at random every n incoming packets. Following the same
assumption (n = 100), Random Sampled NetFlow could
select the 38th, 157th, 204th, and so on packets, as opposed
to the ones selected by deterministic sampling.

Random sampling is more statistically precise than de-
terministic sampling, since Sampled NetFlow could be in-
accurate when traffic takes on some fixed pattern. For in-
stance, in the previous example, if those packets bearing
some pattern information only show up in the middle of ev-
ery 100 continuous packets, they will never be chosen by
Sampled NetFlow.

5.2 sFlow sampling

sFlow is a multi-vendor sampling technology embedded
within switches and routers which tries to provide contin-
uous application level traffic monitoring from a network-
wide view. This hardware-based monitoring is especially
useful for VLANSs and traffic not typically captured by Net-
Flow sensor probes. Thanks to the use of sampling, sFlow
is capable of monitoring the traffic on all interfaces simul-
taneously at the line rates. Being a scalable and low cost
solution to network auditing, sFlow is becoming an indus-
trial standard.

As defined in [16] (the latest version 5 is specified
in [21]), two forms of sampling are employed: statisti-
cal packet-based sampling of switched flows (flow sam-
pling) and time-based sampling of network interface statis-
tics (counter sampling).

sFlow sampling flows is accomplished as flows: A
counter whose initial value is randomly determined decre-
ments its value upon an arrival of a packet. Once the value
reaches zero, a sample is taken by copying the packet’s head
or extracting from the packet. After that, the counter is reset
with a random number to decide the next skip. The mecha-
nism ensures that any packet involved in a flow has an equal
chance of being sampled.

sFlow sampling of network interface statistics is created
by periodically polling each data source (e.g., interfaces) on
the device and extract key statistics. The maximum value



of the time interval between two successive samplings is
assigned beforehand, but polling can be freely scheduled
so as to maximize internal efficiency. The results of flow
sampling and counter sampling are assembled and sent in
the form of datagrams to collectors.

It should be noted that flow sampling and counter sam-
pling are designed as part of an integrated system, and work
independently according to its own parameters.

5.3 Tosample or not to sample?

Sampling serves a natural result of the reconciling be-
tween fast line rates and the need of traffic monitoring.
In addition, it is statistically sufficient for network plan-
ning, traffic engineering, routing profiling and usage-based
billing.

However, sampling is not a good idea for security anal-
ysis. Sampling would let the majority of the packets go
unnoticed, which could lead to missing important security
events. A possible justification for sampling is that an at-
tack is typically composed of repetitive trials, thus at least
part of it could be captured with high probability (such as
high-volume DoS attacks or indiscriminately scanning by
propagating worms and viruses). However, it may still pose
difficulties to security engineers, since most attacks consists
of multiple stages, which can hardly be reflected compre-
hensively in the logs relying on sampling. It is suggested
that the use of sampling should depend on the applications.
The dilemma is an interesting topic for future research.

6 Redated work

Mark Fullmer and Steve Romig developed a set of tools,
known as OSU flow-tools, to record, filter, print and analyze
Cisco NetFlows [11]. Those UNIX command like tools can
be pipelined and combined with other UNIX commands to
accomplish various tasks frequently used in network plan-
ning, performance monitoring, account billing, and intru-
sion detection, etc. The toolkit is extensively used.

As a popular NetFlow visualization tool, FlowScan[10],
created by Dave Plonka, analyzes and reports flow data ex-
ported by (Cisco) routers. The software package is able to
provide a global view of the network activities. Other anal-
ysis tools working with Cisco NetFlows are also available.
Particularly, Cflowd [4] can collect and aggregate Cisco
NetFlows, based on which a variety of textual/graphical
views can be generated. Note that Cflowd is not supported
by CAIDA[3] any longer. In addition, Cisco also has its
own tools [9] for NetFlow collection, where some features
including aggregation, graphing and billing are integrated.

In contrast, there are very few tools available to per-
form analysis on Argus NetFlows, other than the clients

that come with Argus system [1]. The clients provide ca-
pabilities in support of reporting, aggregation, sorting and
archival of the Argus NetFlows. Larry Lidz created some
scripts for the Argus NetFlows [13], while he was at the
University of Chicago.

Due to the increasing gap between the ability to process
NetFlows and the fast wire rates, sampling NetFlows seems
to be the future direction, which is extensively supported.
Two representative models are Cisco Sampling [14] [18]
and sFlow technology [20] [16] [21].

See [19] for a excellent review of current state-of-art traf-
fic monitoring products.

7 Conclusion

In this paper we describe our work on the processing of
NetFlows at NCSA. To the best of our knowledge, this is
the first work to compare the processing of the two main-
stream NetFlow date sources: Cisco and Argus NetFlows.
Specifically, we discuss the deployment of NetFlows pro-
cessing at NCSA where it is used for security event moni-
toring using visualization tools. NetFlow processing is chal-
lenged by processing at high line speeds and non-standard
formatting - we address both of these challenges with so-
lutions. For more detailed information about visualization
tools based on NetFlows, we refer the user to our website:
<http://www.ncassr.org/projects/sift/>.

As networks become larger and more complex with
higher line speeds, sampling is another direction where re-
search is taking place for NetFlows processing. We point
out the disadvantages of using sampling technologies for
security purposes and feel this work provides proven alter-
natives for NetFlows processing.
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